
Marine Physical Laboratory

AD-A239 183

MARINE PHYSICAL LABORATORY
MULTI-DISCIPLINARY OCEAN SCIENCE
AND TECHNOLOGY PROGRAM

Final Report
Prepare dfor the
Office of Naval Research
Contract N00014-87-K-0010
For the Period 10-01-86 - 10-01-90
Principal Investigator(s): Kenneth M. Watson, Director

Fred H. Fisher, Deputy Director

MPL-U-66/90
April 1991

Approved for public release; distribution unlimited.

University of California, San Diego
Scripps Institution of Oceanography

91-07225I ll IIL!'llltKI~lllllll Il9 1 , .;0



SEC.URITY CLASSIFICATION OF tHIS PAGE

REPORT DOCUMENTATION PAGE
I&. REPORT SECURITY CLASSIFICATION lb RESTRICTIVE MARKINGS

UNCLASSIFIED
2s. SECURITY CLASSIFICATION AUTHORITY 3 DISTRI BUTION IAVAILABILITY OF REPORT
2b DECLASSIFICATIONIDOWNGRAOING SCHEDULE Approved for public release; distribution

unlimited.
4. PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)

MPL-U-66/90

6*. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION
I bOffice of Naval Research

Marine Physical Laboratory Department of the Nav

6c. ADDRESS (City, State. and ZIPCode) 7b. ADDRESS (City. State, and ZIP Code)
University of California, San Diego 800 North Quincy Street
Scripps Institution of Oceanography Arlington, VA 22217-5000
San Diego, CA 92152

Sa. NAME OF FUNDING/SPONSORING 8b. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION (if applicable)
Office of Naval Research J _ R N00014-87-K-0010

Sc. ADDRESS (City, State, and ZIP Code) 10. SOURCE OF FUNDING NUMBERS
Departmnt of the Navy PROGRAM PROJECT ASK oUIT,
80o North Quincy street kMNO. NOu. Nu ~ 2~.UI
Arlimton, VA 22217-5000

11. TITLE (Include Security Clasitfication)

MARINE PHYSICAL LABORATORY MULTI-DISCIPLINARY OCEAN SCIENCE AND TECHNOLOGY PROGRAM

12. PERSONAL AUTHOR(S)
Kenneth M. Watson and Fred H. Fisher

Isa. TYPE OF REPORT I13b TIME COVERED I14. DATE OF REPORT (Year, Month, Day) IS PAGE COUNT
final report IFROM TO I April 1991 135

16. SUPPLEMENTARY NOTATION

17. COSATI CODES 18. SUBJECT TERMS (Continue on reverse if necessary and identify by block number)
FIELD I GROUP I SUB-GROUP internal wave dynamics, ocean acoustics, ocean technology,

undersea warfare

19 ABSTRACT During the period of this contract, October 1. 1986 to October 1, 1990, scientists at

the Marine Physical Laboratory of the Scripps Institution of Oceanography, UCSD. pur-
sued investigations of problems in physical oceanography ranging in depth from acoustic
noise fields ai the surface, to studies of low frequency noise fields at the deep sea floor.

The spectrum of scientific topics included ocean measurements of the Newtonian
Gravitational Constant, theoretical studies of internal wave dynamics and investigations of
acoustic questions related to the performance of the SEABEAM bottom-mapping sonar.
While the MPL program emphasized acoustic problems, interactions with geology and me-
teorology were also studied, as well as physical dynamics and oceanic gravimetry.

The diversity of scientific disciplines represented in the MPL scientific staff contill-
ues to produce innovative approaches to the investigation of problems important to the ad-
vancement of Navy capabilities in undersea warfare.

20 DISTRIBUTION I AVAILABILITY OF ABSTRACT 21. ABSTRACT SECURITY CLASSIFICATION
0 UNCLASSIFIEDIUNLIMITED [2 SAME AS RPT. ED DTIC USERS ,UCASSIFIJED

22a. NAME OF RESPONSIBLE INDIVIDUAL 12bJ.EL'H. (IdeLce Area Code) I 22c. OFFICE SYMBOL
Kenneth M. Watson, Director, MPL (19).34-1J . ,IPT.

DD FORM 1473,84 MAR 83 APR edition may be used until exhausted. SECURITY CLASSIFICATION OF THIS PAGE
All other editions are obsolete U. Ge~tn"W~t Printing 0111.I ttsa-ue?.o'



MARINE PHYSICAL LABORATORY
MULTI-DISCIPLINARY OCEAN SCIENCE
AND TECHNOLO GY PRO GRAM

Final Report
Prprd for the
Ofcof Naval Research

Contract N00014-87-K-001 0
For the Period 10-01-86 - 10-01-90
Principtti Investiga tork's): 'Kenneth w. Wvatson, Director

Fred H. Fisher, Deputy Director

MPL-U66/0 7

April 1991

MPL-U-6/9'ionA



Table of Contents

I. Executive Summary 1

II. Project Reports

Surface Generated Noise Under Low Wind Speed at Kilohertz Frequencies
(E. C. Shang and V. C. Anderson) 5

The Coupling of Surface and Internal Gravity Waves: Revisited
(Kenneth M. Watson) 15

Richardson Number Criterion for the Nonlinear Stability of
Three-Dimensional Stratified Flow
(Henry D. L Abarbanel, Darryl D. Holm, Jerrold E. Marsden,
and Tudor Ratiu) 33

Vertical Directionality of Ambient Noise at 32 N as a Function of Longitude
and Wind Speed
(W. S. Hodgkiss and F. H. Fisher) 39

Coherence Lengths of Seafloor Noise: Effect of Ocean Bottom Structure
(Anthony E. Schreiner and LeRoy M. Dorman) 47

Simultaneous Operation of the Sea Beam M,,ltibeam Echo-Sounder and the
SeaMARC II Bathymetric Sidescan Sonar System
(Christian de Moustier, Peter F. Lonsdale and Alexander N. Shor) 61

A Seafloor and Sea Surface Gravity Survey of Axial Volcano
(John A. Hildebrand, J. Mark Stevenson, Philip T. C. Hammer,
Mark A. Zumberge, and Robert L. Parker) 75

Very Low Frequency Coherency Studies
(Spah, C. Webb) 79

Open Ocean Surface Wave Measurement Using Doppler Sonar
(R. Pinkel andJ. A. Smith) 82

Long-Period Acoustic and Seismic Measurements and Ocean Floor Currents
(Spahr C. Webb) 91



Evaluation and Verification of Bottom Acoustic Reverberation Statistics Pre-
dicted by the Point Scattering Model
(D. Alexandrou and C. de Moustier) 101

On-Line Sea Beam Acoustic Imaging
(C. de Moustier and F. V. Pavlicek) 103

Modulation of Short Wind Waves by Long Waves
(Jerome A. Smith) 111

The Newtonian Gravitational Constant
(John A. Hildebrand, Alan D. Chave, Fred N. Spiess, Robert L. Parker,
Mark E. Ander, and Mark A. Zumberge) 117

The Performance of Two Classes of Active Sonar Detectors in a Shallow Water
Environment
(D. Almagor and W. S. Hodgkiss) 125

Hm. Bibliography 131

ii



I. EXECUTIVE SUMMARY

During the period of this contract, October 1, 1986 to October 1, 1990, scientists at
the Marine Physical Laboratory of the Scripps Institution of Oceanography, UCSD, pur-
sued investigations of problems in physical oceanography ranging in depth from acoustic
noise fields at the surface, to studies of low frequency noise fields at the deep sea flo'r.

The spectrum of scientific topics included ocean measurements of the Newtonian
Gravitational Constant, theoretical studies of internal wave dynamics and investigations of
acoustic questions related to the performance of the SEABEAM bottom-mapping sonar.
While the MPL program emphasized acoustic problems, interactions with geology and me-
teorology were also studied, as well as physical dynamics and oceanic gravimetry.

The diversity of scientific disciplines represented in the MPL scientific staff contin-
ues to produce innovative approaches to the investigation of problems important to the ad-
vancement of Navy capabilities in undersea warfare.
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Surface Generated Noise Under Low Wind

Speed at Kilohertz Frequencies

E. C. Shang and V. C. Anderson

*. Reprinted from the Journal of the Acoustical Society of America, Vol. 79 (4), pp. 964-971 (1986)
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Surface-generated noise under low wind speed at kilohertz
frequencies

E. C. Shang and V. C. Anderson
Marine Phyical Laboratory. Scripps Institution of Oceanography University of California. San Diego.
California 92152

(Received I I October 1984; accepted for publication 7 January 1986)

Some experimental observations of the ocean surface under low wind speed conditions, carried
out with the high gain acoustic distribution array, ADA, indicate that bubbles may play an
important role in the noise generating mechanism in this wind speed regime. One of the
mechanisms discussed in the theory is that of bubble collapse in the surface turbulence layer as
first proposed by Furduev [ Atmos. Ocean. Phys. 2,314 (1966) 1. Under typical ocean conditions,
low wind speeds, and the available bubble population data, the calculated noise level agrees well
with experimental results, both in magnitude and in the shape of the spectrum. The spectrum has
a peak in the frequency range of 100 to 1000 Hz and an - I behavior at high frequencies. Several
geophysical parameters could influence the noise generation. Local wind speed probably controls
the population of bubbles, and swell-induced static pressure variations could play an important
role in the critical turbulence pressure for bubble collapse. There seems to be further evidence that
additional structure within the water, perhaps bubble density associated with different water
masses, generates a patch type of distribution on the sea surface in the low wind speed situation.

PACS numbers: 43.30.Lz, 43.30.Nb, 92. IO.Vz

INTRODUCTION ter measurements reported by Wille and Geyer (1984) show

For almost half a century, since the time of Knudsen's essentially no dependence on wind spv ed for the minimum

experimental measurements, it has been recognized that the spectrum levels at kilohertz fre.quencies in the comparable

surface winds play a dominant role in the generation oram- wind speed region (wind speed below 6 kn).

bient noise in the ocean in the kilohertz frequency region. In The diversity of wind speed characteristics is illustrated

spite of the large amount of research that has gone on in the in Fig. I where wind speed data from several authors have

interim, the actual mechanisms of noise generation have not been combined. The data are normalized to a reference level

been clearly identified. That is not to say that there has not
been any thought given to the question. Kerman (1984) pro-
vides an excellent review of the work that has gone on in 10o

attempting to identify these mechanisms. He emphasizes * M Aags aO8 HI
particularly the kilohertz region and wind speeds above the 0 PEnoaNE I kHz
critical speed, that speed for which the friction velocity ex- a WENZ SHALLOW WATER 850 Hz
ceeds the minimum phase velocity in the wave spectrum that a ADA BEAM 1.2 kz•ADA ELEMENT 1 2 kVz
lies between the capillary and gravity wave regimes. The a 0 - CATO I klH
formation of whiteaps and the associated bubble excitation 0 WILLE a GEYER I kl-

or the occurrence of spray are obvious mechanisms that oc-
cur in the higher wind speed region where waves are generat- 5 .
ed with sufficient amplitude to cause rupture and breaking of
the crests. However, for wind speeds below this (approxi- .,.
mately 5.5 m/s at a standard height of 10 m) there is no 0"

obvious noise-generating mechanism, and yet, experimental
measurements of ambient noise indicate that noise does ex- . s
ist, and is wind speed dependent at these lower wind speeds....... /

One of the problems in data that has been taken in the .20 o(
low wind speed case is that in many instantas the measure- .
ments are contaminated by noise sources other than the /
wind generated surface noise. Consequently, the indication
of the dependence of noise level on wind speed in this region .25 / I I IiIil
is quite uncertain. For example, Kerman (1984) in his Fig. 10 10
2, which is a composite of data from several sources, shows a WIND SPEED (m/s)
third power dependence for low wind speed based on Evans FIG. 1. Wind speed dependence or surface noise, various authors- Cato
and Watts ( 1981 ) but an indication of a lower power depen. (1979), Morris (1978), Perrone (1969), Wenz (1962), WIP, and Geyer
dence for the other sources. By way of contrast, shallow wa- (1984).
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at IOm/s, Theslopesrangefromu"forWilleandGeyertou4  Fig. 2. This array is described in considerable detail in an
for shallow water data from Wenz (1962). The ADA data earlier paper (Anderson, 1980). It is an array which has a
come from the same data set as that of Figs. 3 and 4. For this planar aperture of roughly 20 by 5 m, filled with approxi-
data set a significantly higher slope, approximately u', is mately 700 cardioid hydrophone units. Contained within the
observed for data from a beam directed toward the surface pressure case is a digital DIMUS beamformer which filters
which preferentially receives the surface.generated noise, and hard limits the set of hydrophone signals and then trans-
than for that from an individual element which has a broad forms it into a set of directional beams. These beams cover
cardioid response directed horizontally and is responsive to one full hemisphere, formatted in subsets of constant eleva-
noise sources not located at the surface. tion, with shoulder to shoulder beams in each elevation sub-

Without some degree of confidence in the power law set covering ± 90 deg in azimuth.
dependence on wind speed or some visible manifestation of The first data set was taken in September 1979 at a very
the mechnism, it is difficult to ascertain what thereal sound opportune time when the wind speed changed from an initial
generating process is. valueofabout 2 m/s in a quite linear manner up to 6.5 m/s as

In this paper we will present some of the clues of an shown in Fig. 3. The hydrophone signals were filtered to a
indirect nature which relate to the low wind speed condition 200-Hz band centered at 1200 Hz. During this run the array
and also introduce conjectures as to the mechanism or mech- was moored at a depth of about 300 rn below the surface in
anisms which could be generating the noise. The wind speed 3600-m-deep water. In Fig. 4 the original beam data have
dependence of the noise intensity given by the theoretical been interpolated to reformat them into a display that maps
analysis in the present paper is uniform linear displacement on the ocean surface to a uni-

1-u ( =3.fto4.5). form linear displacement in the figure. Thus, a constant ve-
locity track on the ocean surface will appear as a straight line
with the appropriate slope. Two such tracks are identified in

I. EXPERIMENTAL OBSERVATIONS Fig. 4(a) with slope magnitudes of 1.0 and 4.4 m/s.
The two data sets shown here were collected with the The top portion of the figureshows the itart ofthe linear

large Acoustic Distribution Array (ADA) illustrated in increase in wind speed. In interpreting the data, it should be

ELECTRICALB/IFNETRATOR

A ' d . AnVEHICLE

• " " 'T H R U S T E R 1 2 )

COMPLIANT SOUND , ;' \

HYDR__ PRESSURE MULL

HVOROPHONE ARRAY TETHER/11RIOLE

FIG. 2. Artist's rendering of ADA, acoustic distribution array
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pointed out that the array itself was located almost a kilome-
ter away from the surface platform ORB (Ocean Research
Buoy) on which the wind speed sensor was mounted. Thus,
there could be a significant time lag between the wind speed 2"oM

effect evidenced on the acoustic record and that recorded at
ORB. Further, it should also be noted that the display has
been normalized to constant total power by the inherent nor-
malization of the DIMUS beamformer and by the image
enhancement algorithm used in generating the display from 2,49

the raw beamformer data. In the early part of the record the , s
ambient noise level is quite low corresponding to the very WIND SPEED (m/a)
low wind speed. The sea at this time was glassy smooth.
Three horizontal bands can be seen at the early part of the
record. These are caused by distant shipping notse (beyond (0 10MINUTES

our 40-mi radar range) entering through the sidelobes of the
beams. As the wind speed increases with time these bands
are suppressed by the rising ambient wind generated noise
level.

The features of interest are the diagonal tracks having a
slope comparable to the 4.4-m/s slope drawn on the figure. ,
This velocity corresponds to the group velocity of gravity
waves with a 6-s period. One thing is clear, that, whatever
the physical phenomenon, the manifestation as a source of
acoustic radiation undergoes a definite translation over the
ocean surface. This same slope is observed for the remainder
of the record, independent of wind speed, from which we on 6I

infer that the 6-s waves would be associated with swell origi- WIND SPEED (m/91

nating outside of the region of local wind activity. The effect
of wind speed is to increase the occurrence of the noise tracks FIG. 4. Surface noise structure as observed Tom ADA for wind speed% in-

until, at the 6-m/s wind speed, they are barely distinguish- crewing from 2-6.5 m/s.

able from a continuum of noise. Another word of explana-
tion for the display: The lack of resolvable wave structure at roughness of the sea surface, particularly that associated
the extreme ranges, top and bottom of the display, is caused with the swell which originates outside of the influence of the
by a eombination of the reduced sensitivity of the directivity local wind stress. This corroborates the findings of other
pattern of the individual cardioid hydrophone elements for authors, Wille and Geyer (1984) and Cato (1979), who
these directions and the larger beam "footprint" on the sur- concluded that both surface roughness, particularly swell,
face associated with the shallow grazing angle at these longer and local wind stress influence the noise level in the low wind
ranges. speed region. It also shows that a mechanism, or mecha-

We consider this record to be direct evidence that am- nisms, governed by these factors exist for the generation of
bient noise generation in the low wind speed region is gov- surface noise at wind speeds below that at which whitecaps
erned by both the magnitude of the local wind speed, and the are formed.

966 J. Acoust. Soc Am., Vol. 79, No. 4, April 1986 E. C. Shang and V. C Anderson- Surface noise at low wind speed 906

9



Another data set obtained in December 1980 provides
further insight into the noise generating mechanisms at low
wind speed. In particular, isolated noise bursts were ob-
served indicating that the noise generation consisted of dis-
crete events resolvable in space and time. In this experiment,
acoustic radiation from patches on the sea surface was mea.
sured with ADA suspended in a deep water moor at a depth
of 50-90 m below the surface. In the experiment the beam-
former was configured to focus the array for surface sources
lying approximately normal to the plane of the array. Figure
5 is an illustration of the fine scale acoustic radiation pat-
terns observed in the experiment. The individual traces of .202
the two waterfall displays represent S0-ms averages of the
rectified beam outputs. The beam data have been interpolat-
ed and enhanced for the display. The fine scale structure is
seen predominately in the central region of the display where .ot
the nearfield focusing of the array is at its best. For the 1.8-
m/s wind speed record the individual events are quite short
in duration, mainly one, or at the most two, scan times. At
3.6 m/s with a lower display gain, the events are of higher L 0 0 .
intensity and of longer duration, several hundred millisec. "90o 'Pfo: lhm/- WN - E m.
onds.

At 1.8 m/s the wind speed is below the minimum re- FIG. 5. Short-time averaged d:rectional %tructure of iurface noieobserved
quired to excite capillary waves. Also, the events are of very from ADA.
short duration. Hence, the more probable candidate mecha-
nisms at this very low wind speed would be cavitation col-
lapse of bubbles in saturated water below the surface or The presence of bubbles in the ocean is essential to this
bursting bubbles at the surface. model. There are many sources in nature to supply an ample

The 3.6-m/s wind speed will generate capillary waves, popl. of sr a ce u es Hre o nly a ampl
and, particularly in light of the extended duration of the population of subsurface bubbles. Here, only surface-in-acoustic events, unstable capillary waves or Crapper waves duced, wind-dependent bubbles are considered. Small scale
which entrain bubbles could play an important role here. capillary waves, possibly in the form of unstatle Crapperwaves, lead to bubble entrainment. Bubble cloud entrain-

Although we have managed to observe these discrete ment has also been observed above a threshold of about 2.5-
acoustic events as components of the low wind speed gener- m/s wind speed [Thorp and Humphries ( 1980) 1. Probabil-
ated surface noise, additional experiments will be required in ity distributions have been measured in situ by means of
order to obtain synoptic measurements of the physical acoustics and optics [Medwin (1977), Glotov (1962),
events accompanying the acoustic emission. Johnson, Cooke (1979) 1, and several authors have given

distribution functions recently [Crowther (1979), Novarini
II. BUBBLE CAVITATION MODEL and Bruno (1982). Kerman (1982) ].

In this section, the mechanism of bubble cavitation un- Briefly, the process of bubble cavitation in the surface
der the surface is treated with a detailed theoretical analysis. turbulent layer is initiated when the turbulent pressure sur-
Undersurface cavitation as a source of noise in the ocean was rounding a vapor-air cavity of sufficient radius (greater
first proposed by Furduev (1966). In the intervening 18 than 10- " cm) is reduced to the Hsieh-Plesset (1961)
years little note has been made of his work until recently threshold whereupon the bubble would grow to larger radius
when authors such as Kerman (1984) mention it as a possi- by rectified diffusion. Some of the larger bubbles will be
ble mechanism. One reason that it may have been ignored is transformed into a iransient cavity determined by the dy-
that there is a lack of theoretical estimation of the absolute namic equation. According to Flynn (1964), whether or not
level and its relation to the parameters of wind speed and a cavity becomes a transient cavity, i.e., one which under-
surface roughness on the one hand, and there is a lack of goes a rapid collapse, depends on the competition in the dy-
observed experimental evidence on the other hand. The namic equation between the inertial function F, which rep-
theoretical model which is presented here incorporates: resents the portion of acceleration due to the spherical

( I ) Sound pressure radiated by the collapse of a vapor/ contraction of the liquid, and the quasistatic function /2,
air bubble derived by Khoroshev (1964). which is the net pressure divided by the radius. The condi-

(2) Bubble distributions given by Novarini and Bruno tion for this transformation is that the relative maximum
(1982). radius on expansion be greater than a critical value during

(3) Turbulence under the surface layer from Kitaigor- the pressure fluctuation period. A shock wave will be radiat-
odskii (1961). ed as a result of collapse of the transient cavity. The absolute

(4) Surface roughness statistics given by Longuet-Hig- noise level corresponding to this phenomenon will be esti-
gins (1952). mated later in the paper.

967 J Acoust. Soc. Am,Vol. 79, No. 4, April 1986 E C Shang and V. C. Anderson- Surface noise at low wind speed 967
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There are two geophysical parameters playing different A = I/sinh( - mr,), for S(0) = 1, (8)
roles in the model of surface noise generation. First. local .if- minr, for S(rl) = 0, (9)
wind speed mainly controls the bubble entrainment or equiv-
alently the distribution function of the bubbles, and second, m -- tanh(, ), for $(tdt = 0, (10)
the swell-induced static pressure variations will mainly con- To
trol the turbulent features in the surface layer, so these tur- m< I/r, for convergence. (11)
bulent features will be most strongly influenced by the dis-
tance fetch, wind history and travel time, but not by the local
wind speed. r,, = r, [tanh(mr,)/mr I <,. (12)

Thus, we must have T,- r,; and if the parameterm in the
A. Critical radius of the expanding bubble under model is chosen to keep the convergence rate not too much
rectified diffusion slower than I/ro, we have mry< I; then from Eq. (10) and

The relation between the critical radius ofthe expanding Eq. (12) we get
bubble and the fluctuating pressure p' was given by Hsieh r0=1, (13)
and Plesset ( 1961 ):, and r, is given by

p' = qP,( I + 2a/R, Pn - y)1/2, (1) r, = 2D/c,,, (14)
where P, is the static pressure, y is the coefficient of satura- where D is theeffective depth ofthe bubble population und c,
tion by dissolved air of the water surrounding the cavity, a i. is the sound speed in water.
the coefficient of surface tension of the water z72 dyn/cm, Although -r, and r, represent two physically different
and R, is the critical radius for a bubble expanding by recti- parameters-one being the decay rate of the cavitation im-
fled diffusion. pulse and the other representing the travel time delay

sConsidering the saturation case for which = 1, one between the direct and image paths, the times are compara-
gets ble as pointed out by Furduev and they have been set equal

R, = 4P,[a/(p')2] (2) for convenience here.

or, from Bernoulli's law, From Eq. (7), the frequency spectrum of the radiating
S= 1Po[a/(pV' 2)2J, () pulse is

where V' is the particle motion velocity of the turbulence S(M) (15)layer. [ (2w°/ro) + ( I/r, _ MI _ 6)2)2] 1/2"(5

B. Sound pressure and spectrum from a single There is a peak at 'a,

collapsing bubble m,,,., = 1/-0 cosh(mri1)=l/r. (16)

The sound pulse radiated by a collapsing bubble is a The spectrum peak value is given by
function of its radius R and air content of the bubble6: S(o, ) = ,.../(2m. /ro) = ro = r,. (17)

P(Rt) = PA (R,8)S(t), (4)
where the peak pressure PA was given by Khoroshev (1964) C. Pressure pulsation, surface layer turbulence, and
for a vapor-air bubble collapsing: surface roughness

PA (R,b) = Po(R . /r)F(6) X 10-6 In spiteofthe large body of knowledge about turbulence
in pipes, in boundary layers-near solid walls, in jets, and in

= Po(KR /r)F(6) X 10-6,  (5) the atmosphere, unfortunately little is known about turbu-
where P0 is the hydrostatic pressure, R,,, is the maximum lence in the ocean (Monin, 1977). Apparently surface waves
bubble radius (/pm) at the moment collapse begins, K, as play a particularly important role for the upper ocean layer
defined here is the coefficient of expansion (Kr -3-5, Fur- turbulence. The disturbed sea surface can be regarded as a
duev; K, -2, Flynn); r is the measurement distance (m) moving random surface. The random surface waves induce
from the bubble, and the function F(6) is in the upper ocean layer a random field of wave motions,

which can be described by a model called "turbulence waves
F(8) -- [ I + 36) (I + 36 -66) ]/272 (6) oflarge amplitude" by Kitaigordskii ( 1961 ). Such a "turbu-

where 6 is the parameter of the air content. In general it lence wave" motion was characterized by an average orbital
ranges from 0.002 to 0. 1 under typical conditions. velocity U, superimposed by rando.si turbulent pulsation

The pulse form S(t) is an exponential pulse for a vapor- of different scales:
ous bubble observed by Harrison (1952) experimentally. = + v* (18)
Owing to the fact that the bubble is beneath a free surface,
and taking into account the reflection effect, S(t) can be and the average orbital velocity Uo,b was given by Kitai-
modeled by an approximate pulse shape (Furduev, 1966) gordskii (1961):,

S(t) = Ae -" sinh(mt -0 ), (7) 5o,,t = TYVe-, (19)
where the three parameters A, /, m are determined by the where T1 is the average wave height of the large amplitude
physical restriction surface waves, Z is the average angular frequency, and R is

968 J. Acoust. Soc. Am., Vol. 79, No. 4, April 1986 E. C. Shang and V. C. Anderson: Surface noise at low wind speed 968
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the average wavenumber. The Reynolds number of the aver- 1 R = K z
age motion is I(Vo,R,) = fl(RL) K7 (R,z)

R a":= fior /v, (20) X [PAS(w) ]D(0)drdv, (27)
where v is the molecular viscosity coefficient of water where fl(R,) is the collapse formation frequency for bub-
Iv = 10- 2(cm 2/sI. For a typical real condition the magni- bles having a radius greater than R,, Kr is the percentage of
tude ofR,,.._ is the bubbles that can be transformed into a transient cavity,

R1... = 0-107. (21) 27(Rz) is the bubble distribution function, P, is the peak
So. the criterion for turbulence generation pressure radiated by a transient cavity, given by Eq. (5),S(c,) is the spectrum of the radiated pulse, given by Eq.

Re A.. >R,, - 3000 (22) (15), and D(O) is the directivity function of the bubble radi-
is satisfied by a large margin. ation. Because of the proximity of the free surface, D(O) is a

Measurements in shallow water (Bowden and White, dipole,
1966) indicated that the random component which is super- D(O) = cos2(0), (28)
imposed on the orbital component is approximately 20%.
Thus, the pressure pulsation is mainly contributed by the where Gand the element volume of integration dv are shown
Leriodic orbital motion, specified by the average wave height in Fig. 6, and dv is given by
H. Here, H can be regarded as one of the parameters of the dv = 21rl dl dz = 21rh 2 sec2(O)tan (0)d0 dz. (29)
surface roughness. Substituting Eq. (29), Eq. (28), and Eq. (5) into Eq. (27),

For a random sea surface, the statistical description was and completing the integral with respect to O, we get
given by Longuet-Higgins (1980). If the sea surface is as-
sumed to be the sum of many sine waves in random phase, I(a,R )
and if the frequency spectrum is sufficiently narrow, then the _ R, KI(
wave amplitudes (a wave amplitude is here defined as one f I
half of the height of a wave crest above the preceding trough) x X 0- ,(
are distributed according to a Rayleigh distribution. That is, xS z(w )R dR dz, (30)
he probability P that the amplitude H of any given wave where R is in pm. For simplicity, and because we have no

exceeds the value H, is given by knowledge of the dependence of Kr and K1.on r and u,

P(H,) = exp[ - 2(H,/H13)21 (23) (KrK ) is considered as constant. Then we get the peak of
the spectrum,

orP(H) =exp( - H,10), (24) ,) = fl(R, )rr(Kr K 2 ) [piF(i) 2S2((d)

where H,, is the significant wave height, and o, is the rms x 10" 11 ?(R,z)R 2 dR dz. (31)
wave height. In the derivation of this law it was implied that
the sea sur,.ce slopes were sufficiently small that the compo- A bubble distribution function given by Novarini and Bruno
nent waves could be linearly superposed and hence that (1982) will be used:
there was no correlation between the phases of the different i7(Ru,z) = 8.6X l0QR -4 3(u/6)

2 exp( - z/D), (32)
Fourier components.

Obviously, under the low wind speed condition, the sur- where u is the wind speed in knots and D is the bubble-layer
face roughness influencing the orbital movement is mainly thickness in m that is wind speed dependent.
due to swell, not the wave height of "sea" induced by the Since we are interested in larger bubbles and lower wind
local wind (because HI.,, >H 2 ). So, for the model of sur- speeds, in view of reduced turbulent entrainment forces and
face noise generation, under low wind speed, the parameter larger bouyancy forces, the decay with bubble size may be
1 will be considered approximately as more rapid. For simplicity, we take

T (R,uz) 8.6x 109R 5 (u/6) 2 exp( - z/D). (33)H = H,.,(25)

and the orbital velocity at the upper layer in Eq. (19) is

u~b = T11.11*... • (26) dI

In addition to this orbital velocity it should be noted that ,
there will also be a drift flow at the surface produced by a , ,* ,
direct action of the wind. dz

D. Estimation of noise level "

For the estimation of the noise field produced by the
bubbles distributed under the surface, the interaction
between bubbles is neglected and energy summation is as- RECEIVER
sumed. The resulting noise level spectrum can be written as FIG. 6 Geometry for integration of iurface nie
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Substituting Eq. (17) and Eq. (33) into Eq. (31), and com- From Eq. (16):
pleting the integral with respect to R, and z, we get z= 1/r, = 3.8 X l0'rad/s,

J(tR) 3.3X 10-(Kr K 1)tfl(R)[PoF() 12 f=612 Hz. (40)

Xr (u/6)'DR . (34) From Eq. (6):
As analyzed above, the critical radius R, of the cavitating F(6) = 6.3,
bubble is dependent on the geophysical condition of the tur- pOF(6) ]2 = 3.9X 101) .  (41)
bulence in the upper surface layer due to swell. From Eqs.
(3), (18), and (19), if the given swell is specified by wave From Eq. (37):
height H and circular frequency wo, we get R, (H,Z) = 17001im. (42)

R, = I[P..a/p2(Ha. )4]. (35) Substituting all the above quantities into Eq. (38), we get

Taking account of Eq. (23), and the theory given by Rice J(&,u,/) = [(i.52X 10-')/T ] (Kr K 1)
(1945), the formation frequency fl is given by X (PF(6) 1 2 1- (u/6)'DR - '

n (H?) = exp -2(-L ' 1/2,' (36) = (0.16X 10-')[0.8113.9x 10')]
Hil ~ ~ ~ f[ ~ d 0.26X( 10- 3] [0.21 (1700)-2

where E(f) is the power spectral density function of the
surface wave process. .z0.07 W/m'/Hz

If H is considered as the average wave height A. then - 47 dB re: I dyne/cm2/,i- , (43)

W(TI) = exp[ - 2(HHI,)' 1 (521r) = 0.46/T. The result is demonstrated in Fig. 7. The absolute values

(37) computed above are near the 5-kn wind speed curve of Wenz
Substituting Eq. (37) into Eq. (34):, and both the shape of the spectrum and the location of the

I( ,uJ) =(1.52 X 10-'/7) (Kr K ) PF(8) 2 maximum are in good agreement with his data.
The wind speed dependence of ) given by Eq. (38) is up

X r, (u/6)'D [R, (H,) -2 (38) to - (u)'D(u). Unfortunately, it seems that there is not a

Now, we may make a quantitative estimation for the abso- very clear expression of the wind speed dependence avail-
lute level under typical oceanic conditions: able. Novarini and Bruno (1982) suggested

wind speed: u = 6 kn, D(u) - U1 I
typical swell parameters: and Crowther (1979) suggested

= 2.3 m,
T =9.4s, D(u)-U'0 .

effective bubble layer: D = 0.2 m, So, in the present paper, the power law of the wind speed
coefficient of expansion: Ks = 2, dependence of! will be described as:
coefficient of transient transformation Kr = 0.2, IU- (a = 3.0-4.5).
parameter of air content: 6 = 0.1.

From Eqs. (14) and (13): I1. BURSTING BUBBLES AS SOUND SOURCES

j= 2D/C 0 =0.26X 10' s. (39) Another possible mechanism for sound generation by

bubbles is the rupture or bursting of bubbles on the ocean
go - Esurface. The nature of the radiation from a bursting bubble is

---- "AT IKNOS I readily computed. We begin with the internal overpressure

- WEN 1W21 for a bubble on the surface which is given by

so Ap = 2TMrD/(irD /4) = 4T/R, (44)

where R is the radius of curvature of the double-surfaced
upper bubble wall. This pressure is balanced by a combina-

40o tion of the differential hydrostatic head associated with the
lower surface of the bubble and the upward force created by
the surface tension T of the water at the lower boundary.3-. 6,2Hz When the upper wall ruptures, the dimple left at the water

surface provides a decaying step function restoring force
over the depressed area.

The basic sound source of the breaking bubble then is
20 modeled as an initial pressure step function of magnitude Ap

, 4o acting over a circular area approximately equal to iR ' at the
meOuENCY (HO pressure release boundary of an infinite half-space. The

FIG. 7. comparison orestimated noise spectrum with Wenz's data. boundary conditions match closely the solution of a vibrat-
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ABSTRACT

A new investigation is made of internal wave generation by surface waves. Previous theories are put into a
unified form that includes a model of surface wave damping. Calculations using the complete theory, which do
not seem to have been made previously, indicate that for wind speeds between 7 and 2G m s"- the internal
wave field Iones about 10-' W m - to the surface wave field. This would lead to a decay time of about 10 days
for the high frequenc) portion of the internal wave field if an energy source were not available to maintain it.
Possible sources for this energy are discussed. In contrast to this result for wind waves, a strong, highly collimated
ocean swell can lead to rapid growth of high freq'iency internal waves. The effects of nonlinear surface wave
modulation and wave blocking are also discussed.

1. Introduction has suggested that large scale flow over topography can

According to the model of Garrett and Munk be a significant source of lW energy. Bell (1978) has
197a),rd thenomiheney in Gaeint l ave fd also concluded that inertial oscillations of the upper(1972a), the nominal energy in the internal wave field ocean can generate internal waves. Kanthu (1979) hasis about 3 kJ m-:. Except for local variations this apr- investigated mixed layer turbulence as a generation

pears to be more-or-less steady, which has led to the mechanism. Mesoscale flow as a source of W energy
view that generation and dissipation mechanisms bal- has been studied by Watson (1985). Each of these
ance each other. Garrett and Munk ( 1972b) estimated mechanisms appears able to account for much of the
from turbulent fluxes that the dissipation rate for the
internal wave (W) field is in the range of 10-3 W m -2. energy in the 1W field.

Striking visual evidence of the interaction of internalDissipation rates for small scale turbulence (assumed wvswt ufc ae a enotnntd(o
to e fd b inernl wves obervd, or xamleby waves with surface waves has been often noted (for

to be fed by internal waves) observed, for example, by example, see Hughes and Grant 1978; Phillips 1973;
Garget et al. ( 1981 ) and by Osborn (1978) imply dis- Hughes 1978; A I et al. 1975; Curtin and Mooerssiainrtsin the rgeof 10- 3 to 1-4 W -2 . Hge 98 e ta. 95 utnadMor
sipation rates range 10 W M 1975; Fu and Holt 1984). This interaction has led to
Vertical fluxes of IW energy observed by Leaman and a number of calculations of the rate of generation of
Sanford (1975) and by Leaman (1976) are also in this the IW field by surface waves.
range. These rates suggest that the 1W field would decay Theoretical models for a "wave triad" consistin& of
in 10 to 100 days if it were not maintained by external two surface waves and one internal wave have been
sources. Further observations by Lueck et al. (1983), developed by Ball (1964), Thorpe (1966), and Brek-
by Gregget al. (1986), and by Gregg( 1987, 1989) lead hovskikh et al. (1972). Energy transfer occurs when ato estimates of about 50 to 100 days for the IW decay frequency resonance condition is met.
time. Calculations of the transfer of energy from a surfaceTheoretical calculations of turbulent fluxes within wave (SW) spectrum to internal waves have been giventhe IW field by McComas (1978), McComas and by Kenyon ( 1968), Watson et al. ( 1976), O1bers and
Muller (1981), and Pomphrey et al. (1980) predict enyonc(196),an tad(196) end
dissipation rates in the range of 10-3 to 10-4 W m-2. Herterich ( 1979), and Dysthe and Das (198 1). Kenyon
Careful predictions by Flatti et al. (1985) give values bers and Herterich chose N to be constant in a pre-
toward the lower end of this range, in agreement with scribed depth interval and to vanish outside this inter-
Gregg (1989). val. Dysthe and Das ( 1981, hereafter DD) assumed N

A number of plausible mechanisms have been pro- to vanish outside a thin thermocline region. Watson
posed for the generation of internal waves. Bell (1975) et al. (-1976, hereafter WWC) chose N to vanish in a

mixed layer, below which they used the Garrett-Munk

Corresponding author address. Dr. Kenneth M. Watson, University ( 1972a) exponential scaling.
of California. Sati Diego, Marine Physical Laboratory, Scnpps In- Olbers and Herterich (1979) made use of the spectral
stitution of Oceanography. San Diego, CA 92152-6400. transfer equations of Hasselmann (1967). They con-
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sidered a mechanism of "spontaneous creation" by In this band and for wind speeds in the 7 to 20 m s
which pairs of surface waves generate internal waves, range the predicted time for 1W decay is a few days.
This mechanism does not require that internal waves Expressed differently, for a Garrett-Munk spectrum
be initially present. Dysthe and Das describe another the power delivered to the SW field at the expense of
mechanism by which a weak IW grows (or decays) the IW field is about 10-4 W m -'. This is not of course
exponentially through interaction with a pair of surfae a significant energy source for the wind waves, but (as
waves. They refer to this as "modulation interaction" we shall discuss later) it does raise a question as to the
or "modulational instability." source for the IW energy in this band.

Olbers and Herterich (1979) concluded that the For a wind increasing above 15 m s-' there is a
transfer rates for the spomtaneous creation mechanism tendency in some spectral domains for transfer of en-
are relatively insensitive to the detailed form of the SW ergy to the IW field, although at even 20 m s the net
spectrum, but are sensitive to the wind speed. A large transfer is to the SW field.
ViiisdI frequency, a thin mixed layer. or strong winds The theories of WWC, DD. and Olbers and Herter-
were required to give significant IW growth rate, how- ich (1979) are described (without derivation) 2 in sec-
ever. tions 2 and 3. An innovation in the present work is to

Dysthe and Das performed calculations for only a take account of surface wave dissipation. This dissi-
narrow band SW s.stem. The. concluded that the en- pation broadens the triad resonance condition of the
erg. rate for modidation int'raciwn mechanism is ver previous theories. This broadening has some numerical
sensitive to the form of the SW spectrum and that a impact, but does not significantly change our conclu-
very narrow angtllar spread is required to give signifi- sions. The calculations described in the paragraph
cant growth rates of the IW amplitudes, above are presented in Section 4. In Section 5 we show

The mode coupling equations of WWC were ex- the implications of some calculations of IW generation
pressed in the form of Hamilton s equations. They ob- by ocean swell, which can effectively stimulate IW
tained an analytic expression for the IW growth rate growth. Finally, in Section 6 some implications of
using a "locked phase assumption." This gave a sig- nonlinear SW modulation are described.
nificant energy transfer rate, but because of the locked
phase approxima:ion could be considered as only an 2. Notation and ocean model
upper limit on the IW growth rate. Watson et al. also
performed a numerical integration of their equations. In this section we shall review for later use certain
This was criticized by Olbcrs and Herterich (1979) as properties of linear surface and internal waves (for a
ignoring the detuning effects of SW dissipation pro- more detailed description of the linear wave fields see,
cesses. Because of computational limitations. WWC for example. Phillips 1977). Where appropriate, we
chose a narrow band SW spectrum similar to that will follow the notation of WWC.
shown by DD to give high energy transfer rates. Capillary waves will be excluded from our model.

The conclusions from ihct calculations has been Characteristic IW frequencies 9 are assumed to be
that SW-IW interactions cannot account for the energy small compared to frequencies w of !he interacting SW
needed to maintain the IW field. It appears however field, but much larger than the inertial frequency. Sim-
that, although the theory has been well developed, de- ilarly. horizontal IW wavenumbers K are assumed to
tailed calculations of the SW-IW energy exchange have be small compared to wavenumbers k of the SW field:
not been made. Studies have not been made that in-
clude simultaneously both the spontaneous and mod- 1 <W
ulation mechanisms, nor have comparisons of the rel- K < k. (2.1)
ative importance of these been given.

The purpose of this paper is to provide such calcu- The undisturbed surface of the ocean is assumed to
lations that include both the modulation and the spon- coincide !ocally with the plane : = 0 of a rectangular
taneous mechanisms and to do these for environmental coordinate system. The ocean bottom is assumed to
conditions of physical interest. In contrast to what has coincide with the plane z = -Bb. The Viisldi frequency
sometimes been expected, we find rather rapid energy N(z) is assumed to vanish in a mixed layer of domain
transfer rates, but predominantly a transfer of energy - D < z < 0. It will be supposed that D is large enough
from the IW field to the SW field.' This transfer of that surface wave currents can be neglected for z < -D.
energy is significant, however, only for the long vertical Specific models for N(:) in the domain - D > z > -Bb
wavelength IW modes having frequencies greater than will be introduced when calculations are presented.
about a tenth of the upper ocean Viisl~I frequency. Following the notation of WWC, for linear internal

We emphasize that our present calculations do not disagree with 2 A very simple derivation of the energy transfer resulting from
other calculations of which we are aware. The pertinent calculations the modulation mechanism is given Section 3, using arguments of
seem not to have been done before. energy conservation.
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waves we expand the vertical component of velocity The internal wave energy/unit area in the mode (j,
in the form K) is

p 0 ~o. V ;. 2j K ) 2 .9

w,(x, z, 1) = eIKA.4,,K()W, (:). (2.2) 4,(j, K) = 2Bg2 K2 ,
i-t K I (

where po is the density of sea water (say, in the mixed
The sum on K represents a Fourier expansion in layer). The spectrum of internal wave energy E,(j, K)

some conveniently chosen rectangular Area .4o. The is obtained from (2.9) as
symbol / labels vertical mode numbers. The vertical
mode function If .A(:)is obtained from the equations f E,(j, K)dK = E,(j, K). (2.10)

II,.A(:) = Ksinh(K:), -D<: O. K

l.'(-) + K 2(NI2 /1 2 - I )If'.A = 0. The corresponding action/unit area is

Bt, < : < -D (2.3) F,(J. K) = E,(j, K)I(j, K). (2.11)

wnere If" d 2IF'/d:2 and It is the angular frequency For the calculations to be given later we shall need
of the mode (j. K). At the ocean bottom we have the a model for E,, for which we take. tnless specified oth-boundary condition erwise. the venerable Garrett-Munk spectrum of Munk( 1981 ). Since we are interested only in IW frequencies

W.A(-B) = 0. much larger than the inertial frequency, we write this
as

The rigid-lid approximation has been used to give the
boundary condition at : = 0 in (2.3). O1bers and Her- E ,K)=0.013poN0o2., '  22 1terich (1979) have discussed the validity of this and ,j )0 (.Kl '/9) (2.12)

the Bousinesq approximation for the present applica-
tion. We have used their analysis to explicitly verify valid for KB > f rj/No, where J; is the inertial fre-
the validity of these approximations for the parameter quency. We recognize that (2.13) does not always de-
ranges used in our calculations. For linear waves we scribe very well internal wave observations in the upper
have the relation ocean (see Pinkel 1985). We do not think, however,

that our conclusions are sensitive to details of the IW
4,.K = -9 2 (j, K)A.K (2.4) spectrum.

where 4 - d 2A/dt 2. For linear surface waves we write the vertical dis-

We shall encounter the integrals placement and velocity potential at z = 0 in the form

',(x, t) = -Z [Bke ''x - c.c.1/(2iVPoVk),
FN 2 Wj,.KWj~d: = k,.JVJ.A'No/'B. (2.5)k

( 0,(x, t) = Z VV/(2po)[Bke' ' + c.c.]. (2.13)
Here No and B are convenient scale parameters for N k
and for the vertical scale of stratification, respectively. Here Vk = gV1k is the surface gravity wave phase speed.
The quantity Vj,. above is dimensionless. It will be The surface wave spectrum of action/unit area is F,.
seen to represent a kind of IW inertial response to SW This may be obtained from (2.13) using the Wigner
driving.

The horizontal component of the IW current is (1932) relation

u(x, z, t) = 2 iKAjKWt.e iKx/K., (2.6) d2kF(x, k, t) = e"' (Bk+I/ 2Bt-I/2 )
j,K k I

!t is convenient to write (2.14)
where ( ) represents an ensemble average over many

iK-'AjK =1 [ U(j, K) exp(-ifl(j, K)t) realizations of the SW field. The corresponding SW
2 energy spectrum is

- U*(j, -K) exp(ig(j, K)1)]. (2.7) E,(x, k, t) = WkFs(X, k, t) (2.15)

Then at the surface z = 0 we may use (2.4) to express where Wk = V-g is the angular frequency corresponding
(2.6) in the form to wavenumber k,

k[0(j, K)- It is convenient to introduce an ambient SW field
U(x,t) K)exp(i(K.x for which we can use one of the current equilibrium

A.K models. We shall denote the action density spectrum

+ c.c.]/2. (2.8) for this ambient field by F,,(k). The ambient spectrum
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of vertical displacement *,, is expressed in terms of the expressions derived in WWC.) A very simple derivation
action density with the relation is given at the end of this section, however, for the

F. = poV&'(k). (2.16) transfer of energy between the IW and SW fields, as
F(k) = 'implied by the modulation mechanism.

The ratio of the actual to the "ambient" spectrum rep- The equations of Olbers and Herterich (1979) de-
resents the SW modulation M: scribing the spontaneous model are also quoted in this

section, re-expressed in the present notation.
F,(x, k, t) = M(x. k. t)Fa(k). (2.17) The SW and 1W fields are treated as linear, except

We shall see in the next section that for the modulation for the coupling between them. This coupling is as-
mechanism it is M that can be considered as the driver sumed to be weak in the sense that the linear wave
of the IW field. frequency 12 is large compared to the evolution rate of

For the calculations presented in this paper we shall the amplitudes U(j, K):
use the wind wave spectral model of Donelan et al. , (
(1985) and Phillips ( 1985): (3.1)

4,,(k) = S(k)G(O - 0.). (2.18) The nonlinear coupling is evaluated in lowest order as
a triad wave interaction. A typical triad from a field of

Here 0 is the angle of the vector k with respect to the interacting waves would include two surface waves of
direction of K and vt is the corresponding direction of wavenumbers k and k' and an internal wave of mode
the wind vector. The function S is (j, K). Energy exchange among these waves occurs

..1 when a resonance condition is met:

k - k"= K,

r = 0.6(k,/k)2 - 0.5 exp[-I.2(1.2 Vk/k - 1)21, WA- Wk"= (J, K). (3.2)

k,= g/ 2 , A = 3X 10. (2.19) Higher order resonances, involving harmonics of the

and W is the wind speed. The "spreading function" of linear wave frequencies, can also transfer energy. When
Donelan et al. ( 1985) is condition (3.1 ) is satisfied, we do not expect significant

-j=asech[( - 001/2. (2.20) transfer rates from these higher order interactions. We
(O - ) = sh[ -shall see that SW relaxation mechanisms can lead to

The Donelan model used for the parameter a is more general conditions than (3.2) for energy ex-

29(k./k) 06' for k/k< 4 change, however.
2. ( ,/k(2.21) Because of the conditions (2.1) we may rewrite the

11.2, for k/k, > 4. second equation above as

We shall also consider a "collimated" model for c,(k). !k = cl, (3.3)
which where c, = Q/K is the IW phase velocity and c. is the

= 8. (2.22) SW group velocity. This is the condition that the com-

Our calculated results will be seen to be rather sensitive ponent of SW group velocity parallel to K match the

to the spreading function used, but do not seem very iW phase velocity. An obvious generalization of (3.3)

sensitive to modest changes in S. Omitting the "JON- is the expression
SWAP peak enhancement" in (2.19) or using a k [c (k) + U]. Ik = cl. (3.4)
spectrum in the equilibrium range does not modify
our results significantly. As will be discussed in more detail in Section 6, (3.4)

is the condition that an overtaking SW will be turned
back, or blocked, by the IW generated surface current

3. The interaction between surface and internal waves U. In the case of sufficiently weak interactions (3.3)
and (3.4) are equivalent (recall that IU1 must be sig-

In this section we shall present the equations that nificantly less than c1 if the IW field can be treated as
describe the response of the 1W field to SW forcing. linear). The relation (3.4) leads us to anticipate that
The derivations given by DD and WWC lead to equiv- SW blocking plays a role in the energy transfer between
alent results for the modulation mechanism, which wc the two wavefields.
now quote without derivation. (Since the form in which The derivations of the modulation mechanism given
we express the modulation mechanism is somewhat by WWC and DD lead to an expression for the rate of
different from that given by WWC and DD, we show change of the IW current amplitude introduced in
in the Appendix how to obtain this specific form using (2.9):
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I •B ~ HereU(j, K) = i(NoPo.A.) Kf d2kk A
. V = VH -V,H,

X exp[-i(K, x- f2i)]F,(x, k, t). (3.5) H = wA + kU. (3.10)

Here .4o is the rectangular area within which the Fourier The source term S is often expressed as
expansion (2.4) was introduced. [As noted earlier, we
show in the Appendix how Eq. (2.29) of WWC may
be transformed into the form used here.] We may re- where S,j represents nonlinear SW-SW interactions
write(3.5) using the modulation function JIof(2.17). (Hasselmann 1967 or 1968). S,, represents wave ex-

citation by the wind, and Sd represents wave damping
L'(j. K)= t( K-. d2kk d2. " '/o due to viscosity.

&Npolj.K Equations (3.9) and (3.11 ) are overly complex for
our current study [see. however, van Gastel (1987),

X exp[-i(K, x - 1t)] [.I(x. k. t) - !1F(k). who investigated SW modulation using this full set of
(3.6) equations for capillary waves], so we shall adopt a

model for S introduced by Hughes (1978) and by Phil-
This shows explicitly how modulation of the SW spec- lips (1984). We set
trum is required to excite the IW field.

The rate ofchange of the lW energy is obtained from S = -fl(k)(Fs - F.), (3.12)
(2.9) and (3.5) as which is the form of the Hughes and Phillips models

(K f when IF,- F,I < F. The non-negative constant/
4o(j, k) = ) •f d~kk fL F,(x, k, t) used in this paper is that deduced by Watson (1986).

20 His calculations may be scaled in the approximate form

X S[Uexp[i(K. x - f2t)] - c.c.j. (3.7) 0(k) = Wk exp(-G(p)),

Using the condition (3.1) and (2.10) we can put this p = W/Vk,
in the compact form G 14.5C(p)

E,= : ,(j, K) G 0.4 + pO579 ,
j'K I, if p< 15,

- d2kk • d. x i](, )F,(, k, 1). (3.8) C(p)if p>15.
A. p - I0',i 5

To continue, we need a model or a prescription for When the action source term S in (3.9) is negligible,
calculating F. There are several possibilities: I ) The we expect the total energy of both wave fields to be
IW field surface current can modulate the SW field. constant. (The Hamiltonian formulation of WWC as-
An equation from which to determine F, from CU will sures energy conservation when there is no SW damp-
close the system, permitting 0 and F, to be calculated ing.) To verify this, we write
simultaneously. This is the approach used by DD andby WWC (with their analytic calculation). 2) The SW d d 2 dko~k[+i.V,+k.V+kVk]F,=O,
modulation may be determined by external environ- f A0 +f

mental factors. This might be due to wind variability
(for example, see Gill 1984), spatial variation of swell, or
Langmuir circulation, etc. An example, assuming a 2

modulated ocean swell, will be described in section 5. t" + f d f d2k[(.i • V, + k. V,)(wk x F)
3) Modulation can also result from random statistical Ao J
fluctuations of the SW field.

To describe the first of these n.odulation possibilities - F5 (Vkwk). k] 0.
we shall adopt a simple, often used model that takes Then
account of the inequalities (2.1). In the ray path ap- =f 2

proximation we can write (for example, see Hassel- I. = d" x d2kx .c(k)F (3.14)
mann 1968),] A 0 )

[0 ] Now
+ iV + ikVk F,(x, k, 1) = S(x, k, t). (3.9) Nocw = -cgVx(U'k) kU,
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where we have made use of the condition (3.3). Thus The distortion in F due to the IW current is
(3.14) becomes F'( , k, t) - F, - F., (4.2)E, = f d2 x/Ao fd 2kk .JFs(x, k, = -E,. and the linearized form of(3.9) is

(+ (c.- cl) a,F' k U F- /-3F' (4.3)
The last form follows from energy conservation. In ob- [at a aak,
taining(3.15)we have made use of the condition (3.3). where c, is the x-component of c,. It is convenient to

We see that this provides an alternate derivation of introduce positive and negative frequency parts of F'
(3.8). When SW damping is significant, (3.15) remains in (4.3)
valid for the IW energy rate, but an additional term is
added to the SW energy rate of change. F' = [H(k. t)e 'K + c.c.]/2,

Equations (3.5) and (3.14) describe the response of s0 (4.3) becomes
the IW field to a modulated SW field. When this mod-
ulation is driven by the IW field. (3.9) may be used + 0 + X~c, - H = - L. (4.4)(this is the case explicitly considered by WWC and [at +  -k,
DD. who did not include SW relaxation. however) to
close the set of equations. Equation (3.9) for C" can now be expressed as

Olbers and Herterich (1979) presented calculations aC'
using the "spontaneous creation" mechanism. (We use - = -[iao/(KB2 po)]j d2kk, H, (4.5)
this term since internal wave energy does not have to Ot
be present for this process to work.) The rate at which where the dimensionless quantity a is given by (3.17).
the IW field receives energy from the SW field, as ob- We may suppose that L and 11 evolve from initial
tained by Olbers and Herterich (1979), is values 0(0) and H(k, 0) at time I = 0. An explicit
aE,(j, K)) 47ragpoN0 0) solution to (4.4) and (4.6) is then readily obtainedat . KB2 f d2k(k,2/k)*.a(k) using a Laplace transform.

X T',a(k')b5(wA - 12.- Z). (3.16) f = - 'Udi,

Here the x-axis has been chosen as the direction of the
vector K and k' = k - K, S2 = fl(j. K). The dimen- = e-P'Hdi.
sionless quantity a is

(QKB/No)( For the quantity 0 we find

a = 2 . (3.17) [p - aJ]U = 0(O) - i[aNo/(KB2 po)]

where V,K is given by (2.7). x d2kk/H(k 0)/[p + 0 + K(c, - ci)], (4.7)
In the next section we shall present calculations of f /

the energy exchange between SW and IW fields using with
(3.5) and (3.9) for the modulation mechanism and
(3.16) for the spontaneous mechanism. In Section 5 d2kka2 a [Vk*(k)]
we discuss IW generation by a naturally modulated 2  2 k k
ocean swell. Finally, in section 6 we investigate the J(N/B)J IC K--) "(4.8)
case that the SW field is strongly modulated by a packet P + i(
of internal waves. Here *,, is the SW displacement spectrum (2.18).

The free response of the system is obtained from the
4. The case of weak modulation equation

When the IW surface current is sufficiently weak we p = aJ. (4.9)
may linearize (3.9) in U. In this case there is no cou- It will be seen that I pI is sufficiently small that the
pling among the modes and it suffices to consider only term p can be dropped in the denominator of (4.8).
a single IW mode, say (j, K). We may take K parallel Also we need, calculate only the real part of(4.9), which
to the .x-axis and write is then

U(t, t) = i[U(t)eK'K + c.c.]/2, (4.1)

where i is a unit vector parallel to the x-axis and = x Re(p)f= (aNr/B2)Jd 2kka2{o-[Vk4'a(k)]J
- cit. We shall also omit writing the (j, K) label on
U, etc., except where it is needed for clarity. X A[K(cx - c,)J (4.10)
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where P(j, K) = P,(j. K) + P,(J, K). (4.20)

3/7r Olbers and Herterich (1979) presented calculations
'= 2 + K2 (c, - c,)" (4.11) for the spontaneous model using (3.16). They used a

"box" Viisdlid profile. (We have repeated selected ex-
When 1 is much less than Q. amples of their calculations to compare numerical re-

A[K(c, - c,)] = 6[K(c, - ct,). (4.12) suits, but have not systematically pursued this some-
what unphysical ViisMi profile.) An expression equiv-

To be compatible with (3.16) we shall replace (4.10) alent to (4.10) and (4.12) was used by DD to discuss
by IW generation by the modulation mechanism for a

v,,, = 2 Re(p) (4.13) thin thermocline and a narrow band ocean swell.
A systematic investigation of the implications of

describing the rate at which IW energy grows. Olbers (4.10) and (4.16) does not seem to have been made.
and Herterich (1979) also obtained, but did not discuss, perhaps because of the very slow IW growth rates
a result equivalent to (4. 10) and (4.12). found. It is our present purpose to present calculations

The mean 1W growth rate. averaged over all K-di- of the implications of the theory using somewhat re-
rections (equivalent to ax eraging over all directions 0.), alistic Viisala profiles (emphasizing the upper ocean
is waters) and the SW relaxation model of Watson

I t" (1986). Unless otherwise specified, the GM VdisMili
,= - v,,,dO,,. (4.14) frequency model is chosen here for all of our calcula-2ir f, tions:

The rate at which energy is received in unit area of 0, >z>-D,
ocean, in mode j, and within the interval dK is N(z) = No exp[(z + D)/B], -D > z > -Bb

P , (j , K )d K = 2 r D E ,(j . K ) K d K . ( 4 . 15 ) { N 0  m , + = 0 e .2ForE we use(2.2).B = 1200m , N o= 0.01sec -". (4.21)
For E, we use (2.12).

To obtain a growth rate for the spontaneous mech- We shall, however, describe some calculations done
anism we use (3.16): with a "Patchex" model and also with a constant N

model. The mode functions W.K were evaluated nu-aE, (j. K E,(j, K) merically from (2.3) using both a WKB approximationat / (where valid) and numerical integration of the differ-
47ragp°N IR ential equation. The results from use of the relaxation

KB E,a d2k(k, 2/k),,(k)'',,(k') model (3.13) were compared with those using the 6S-
B Efunction limit (4.12). Generally, the two sets of cal-

x A(K(c, - c,)). (4.16) culations were within a "factor oftwo" range of agree-
ment, those done with the relaxation model tendingHere for consistency we have replaced the 6-function to be somewhat larger. It should be noted in this context

in (3.16) by the function (4.11 ). for which plausible that when 10 is large A is small, and when 3 is small A
arguments may be given. The mean rate for all K-di- can be replaced by the 6-function. The short waves for
rections is which 1 is large do not contribute strongly to the cou-

I I" pling. Thus, we do not expect dramatically different
= -J_ vsdO%,. (4.17) results from the two models. For consistency with the2' f condition (2.1) we have limited the integration in

The rate at which power is received per unit area by (4.10) and (4.16) to the domain k> K. This constraint
the IW field is then did not seem to affect our numerical results, however.

In Fig. I we show the e-folding rate v(Ow) [definedP(j, K)dK = 27ri; 5E,(j, K)KdK.. in (4.18) and expressed in days - '] for a mixed layer

Net e-folding rates for the IW field are depth D = 20 m, a wind speed W = 10 m s- , and the
first vertical mode corresponding toj = 1. The curves

v = V, + vS, (4.18) are labeled by the value of KB. The striking feature
here is that the energy transfer is overwhelmingly from

= im + j.* (4.19) the IW field to the SW field. Although Ps (4.16) is pos-
The total power received by the IW field per unit area itive definite, the net rate is strongly dominated by theis3

integrating over k. To verify our numerical evaluations, we have
3 It might be noted that to evaluate the mean rates it is easiest to done this and also integrated over wind angles last, as implied by

first do an analytic integration of (4.10) and (4.16) over 0,. before (4.14) and (4 17).
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01 1 3

Mixed lay r depth * 20 m Mixed layer depth . 20 m

0.0 2

2

02 L

0 60 120 180 0 60 120 180

windengle wIndangle

FIG. I The e-folding rate (day') (4.18) is shown as a function FIG. 3. As in Fig. I, except that the wind speed is 20 m s-'.
of wind angle 0, (with respect to the direction of horizontal propa-
gation of the internal wave) for several values of KB and the mode
j = I The surface wave spectrum is that given by (2.19). (2.20).
and (2.21 ). and the wind speed is 10 m s-'. Positive rates correspond (2.22). but with D = 60 m. An even more pronounced
to internal wave growth, negative rates to internal wave decay. growth of the IW field is seen.

There are two reasons for the significant difference
between wind speeds of 10 and 20 m s-'. First, at higher

contribution from the modulation mechanism. The wind speeds m(,,(0,) tends to have a greater range of
small positive value of v at certain angles 0,, is sensitive positive values; second, P, grows rapidly with increasing
to the SW spectral model, as was observed by DD. This wind strength.
is illustrated in Fig. 2, where the above calculation is In Fig. 5 we show the average growth rate (4.19) as
repeated using the "collimated" SW model (2.22). The a function of wind speed. Here, again, the mode cor-
possibility of IW growth at certain angles is much more responds toj = 1 and the curves are labeled by the IW
pronounced in this case. horizontal wavelength expressed in meters. The same

In Fig. 3 we repeat the calculation of Fig. 1, but with calculation is repeated in Fig. 6, but with a mixed layer
a wind speed It = 20 m s-I. Except for KB = 2, the depth D = 60 m. We see from these results that for W
pronounced effect is IW growth, or energy transfer from < 15 m s or for longer wavelengths the predominant
the SW field to the IW field. In Fig. 4 we repeat the effect is to transfer energy from the IW field to the SW
calculation of Fig. 3 using the collimated SW model field. This contrasts with the view frequently expressed

0.2 3 3

Mixed layer depth 20 m Mixed layer depth * 60 m

8 2 N

4 1___

0.2 2

-0.41

0 60 120 180 0 60 120 180

wlndengle wlndengle

FIG. 2. The e-folding rate is shown for the same conditions as in Fig. FIG. 4. As in Fig. 2, except that the wind speed is 20 m s-1 and the
(I ), except that the collimated spreading function (2.22) is used. mixed layer depth has been changed as indicated.
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0.2 300

Mixed layer depth l t20

0.1 200 1.3

950

0.0 10

0 10 20 0 5000 10000
Wind Speed (rn/s) Wavelength (m)

FIG. 5. The mean e-folding rate (day -) (4.19) is shown for several FIG. 7. The decay time [the negative ofthe inverse of the expressionIW horizontal wavelengths (expressed in meters)and mode) = I as (4.19) expressed in days] for the internal wave field is shown as aa function of wind speed. The SW spectrum is that of (2.21). function of 1W horizontal wavelength and a wind speed of 10 m s'.
Results are shown for the first three vertical modes and the surface
wave spectrum is that of(2.21 ).

that wind waves tend to generate internal wave energy,
however slowly, energy exchange between the SW and IW fields does

In Figs. 7 and 8 we show the IW decay time not appear to be very significant.
= - P ), expressed in days. as a function of the IW In Fig. 9 we show the ratio

horizontal wavelength and for j = I. 2. 3. The wind
speed is 13 s 'and D =20 and 60 m. Although not
shown, the decay time for j = I increases with hori-
zontal wave length for lengths greater than 15 km.

For the first mode, corresponding toj = I. the time as a function of wind speed for several 1W horizontalscales presented here tend to be significantly less than wavelengths and D 60 m. When W< 15 m s thethe 50 to 100 day decay times quoted in the Introduc- contribution ofthe spontaneous mechanism to the nettion. The decay times for the second mode tend to lie energy exchange is seen to be negligible.
in this 50 to 100 day range. For the higher modes the The power delivered to the SW field from the IW

field,

02

Mixed layer depth -60 m

0.1 / i 1,$ Mxad layer depth.=60rm

0.1 - j

0 10 20 00 10000

WInd Speed (nms) Wavelength (m)

FIG. 6. As in Fig. 5, except for the indicated change FIG. 8. As in Fig. 7, except that the mixed layer depthin mixed layer thickness, is changed as indicated.
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FIG. 9. For the data obtained Ior Fig. 6 we show the ratio of con. FIG. 10. The power per unit area (4.23) extracted from the [W
tnbutions from the spontaneous and modulation mechanisms as a field by the SW field shown as function of wind speed for the first
function of wind speed for several IW horizontal wavelengths (ex- three vertical modes. The SW spectrum is that specified by (2.21).
pressed in meters).

RDdK, (2 N(Z)= 0. 0>Z>-50m
P(j) = -JxoA P(J. (4.23) iNO = 0.01, -50 m> Z> -1000 m,

is shown as a function of wind speed in Fig. 10. The with the ocean bottom at 1000 m depth. The resulting
curves are labeled by the mode number j. The mixed IW decay times are shown in Fig. 13.
layer depth is 60 m and we have taken A'i, B = 0.5. The To illustrate the significance of our calculations. we
total GM energy (2.12) for the first mode in this wave- refer to Table 1, where yearly means for wind speed
length range is about 70 J m -2, so a few days are re- and mixed layer thickness are quoted for three locations
quired to deplete this mode when the wind speed is in on the North Pacific Ocean. We recognize that the
the 10 m s' range. mixed layer is much more complex than accounted

The dependence of on mixed layer depth D is for in our model and can vary significantly in a day's
shown in Fig. II for several selected IW horizontal time, as can the wind. Reference to Figs. 8 and 10 does,
wavelengths and j = 1. The wind speed here is 10 m
s-I. The variation of the rates , with D is dominated
by the exponential factor exp(KD) in (2.3). 0050

We have examined several data sets for N(z) taken
by Pinkel' during the Patchex experiment. Represen-
tative of some of these is a strong thin thermocline at
50 m depth superimposed on a ViisAld profile similar
to (4.21). We model this thermocline as a density dis-
continuity of strength

0.025

N2dz = 0.035 m
Jihermocine

The IW decay time for this "Pa:chex" profile is shown
in Fig. 12 for a wind speed of 10 m s- 1. These results 470
are seen to differ little from those of Fig. 8. The energy
transfer rates are certainly sensitive to gross variations 0._
in the Viisdli profile, however. °'°020 60 100

To see the effects of a significant change in the Vdis- D.pth (in)
WA profile we consider the model

FIG. Ii. The negative of the e-folding rate (4.19) shown as a func-
tion of mixed layer depth forj = 1, a wind speed of 10 m s' , and
the SW spectrum (2.2 1 ). The curves are labeled by the IW horizontal

4 We are indebted to Dr. Pinkel for the use of this data. wavelength.
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300- TABLE I. Yearly average wind speed and mixed layer thickness*
for three areas of the North Pacific Ocean. Data taken from the 1989
U.S. Pilot Charts.

Mixed layer depth 50 m
Mean wind speed Average mixed

200 Location (m s ") layer thickness (m)
50'N. 175°W 90 50
35°N, 165 75 45
25°N, 135 0W 6.7 70

100 Robins,.. M. 1976 Atlas of the North Pacific Ocean Monthly
Mean Temperatures and Mean Salinities of the Surface La.er. Naval
Oceanographic Office.

Reid. J. (private communication) data from 1966 Boreas Expe-
dition

Reid. J. 1982 On the use of dissol% ed oxygen concentrations as
o an indicator of % inter conection Naval Research Rcviews. No 3
0 5000 10000

Wavelength (m) of McComas and Bretherton (1977) that the high fre-
Fi6 12. The 1W deca. time is shown for the same conditions as quency-low mode number region of the IW spectrum
those of Fig 7, except that the "'Patche\" Vaisala profile is assumed is fed by an external energy source and that this energy

flows to lower frequency and high mode numbers. The
detailed studies of energy balance within the IW spec-

however, suggest that for these areas the first mode trum made by McComas and Bretherton (1977) and
internal wave should decay rapidly., if no source for by Pomphrev et al. (1980) were not. however, extended
maintaining this exists. To be more precise, we are led into the high frequenc, domain where we find strong
to expect IW decay within, perhaps. 10 to 20 days for SW-IW interactions. The careful analysis of Flatt et
internal waves in the wavenumber-frequency range: al. ( 1985) also did not address this high frequency do-

horizontal wavelength: I to 20 km main. The injection of energy from mesoscale current
shears into the IW field occurs within the inertial fre-

vertical wavelength: >1 km quency band, according the calculations of Watson

frequency/No: 0.15 to 0.7. (4.24) (1985). Bell( 1978)hasgivenacalculation that suggests
that energy can be injected into the internal wave field

Theories for the transport of internal wave energy at high frequency and low mode numbers by mixed
imply that the long vertical wavelength (low mode layer flow. Rates could not be given with confidence
number) waves act as a source of energy which flows by Bell because of a lack of knowledge of the relevant
to higher mode numbers, where shear instabilities lead environmental parameters.
to turbulent dissipation (for example, see Gregg 1989). We are left with an unclear picture of the energy
McComas( 1978)conjecturedon the basis of the work source (of sources) required to maintain the internal

wave spectrum in the domain (4.24), and in fact of
the actual levels of internal wave energy in this domain.

1000

5. Generation by ocean swell

Several observations have been reported (for ex-
ample, see Apel et al. 1975; Briscoe 1983) which suggest

100 . that a strong ocean swell may generate internal waves.
Generation by a sharply collimated swell was investi-
gated by DD, who found IW growth for a sufficiently
narrow SW spreading function and a sharp thermocline
Vaisdla model.

10 "In this section we illustrate IW generation from a
narrow band SW system by two mechanisms. The first
is the modulation mechanism as described by (4.10).
The second is generation from a swell wave field that
has a prescribed modulation (not resulting from IW

0 2000 4000 interactions). Equation (3.15) is used to calculate IW
Wavelength (m) generation by this mechanism. We can use the exact

resonance condition (4.12) for both of these because
FIG. 13. As in Fig. 12, except a constant Vaisala profile is assumed of the relatively long wavelength of ocean swell.
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For the first mechanism described above, we replace growth rate on the angle 0,. It is seen that e-folding
(2.19) by rates in the range of( I day) - ' may be expected.

To even a casual observer a swell wave train exhibits

S(k) -expf-(k - k) 2 /(2A 2)], (5.1) modulation in the direction of its propagation (as a

IL1 '/rA kjI time record taken at a fixed position would show).
Because the resonance condition (3.3) requires that
the swell angle 0, be nearly 900 , we require modulation

A < kP. also along the wave crests. One might. for example,
expect such modulation to be related to the width c-'

Equation (2.20)is used for the spreading function and ofthe spreading function. Snodgrass et al. (1966) have
it is now assumed that discussed a number of phenomena which may deter-

,> I. mine the swell spectrum, such as the dimensions of
the region in which swell is produced. refraction by

We replace the angle 0, in G by 0, to indicate that this currents, and scattering from wind waves, islands. or
is the angle between the direction of swell propagation shallow areas in the swell path.
and that of K. We have not, however, found data from which to

Conditions (5.2) and (5.3) permit an analytic eval- model F, in (3.15). so are led to a very simplified model
uation of(4.10). Ifwe choose 0, to give maximum IW that illustrates the mechanism and permits analytic in-
growth rate (that is, approximately 900) we obtain tegration of (3.15). We consider the swell to be rep-

Rate (day - ') = 1.7 X 105 Re(p) resented as a sequence of wave trains, each of length
T and of the form:

- (KB)2H Kg (5.4) F = poV'I(x, k, t),

where * = M(x, t)S(k)G(O - 0,),

I 2 )rAft 5. M(x, 1) = Z P(L){I + e-,ITcos(L.(x - cg)]),
L (5.5)

I lere a is defined by ( 3.17). where t > 0 and
To illustrate (5.4) we choo.,e a swell wavelength of

145 m, H = l, o = 10, ( 2>kp2 = 0.04, and the VAisdla P(L) = 1.
profile (4.21 ). The growth times (that is, the reciprocal
of (5.4)] for the first three modes are shown in Fig.
14. Reference to Fig. 4, which describes a similarly Here ce is the group velocity of the swell and we supposecollimated spectrum, illustrates the sensitivity of the that P describes modulation along the swell crests.

To continue, we assume that E, in (3.15) represents
the IW energy in a restricted band which matches the

30 resonance condition (3.3). The current U is that due
to this restricted IW band. For Sin (5.5) we use (5.1 ).

I I Equation (3.15) may be integrated analytically for
Mixed layer depth -20 m a narrow band collimated swell. We define the average

power received by the IW field as

20 power = E,/T, (5.6)

-2  which is appropriate ifswell groups such as (5.5) arrive
I Iat intervals T. We find from (3.15) that

10 power = 0.25po(NoB)
2Ba( /No)( Twk,)

X [ '>/B2]2(P2/(KBT)). (5.7)

Here P is the weighted sum of P(K) over the specified
IW band.

To illustrate (5.6) we take kp = 27r/ 145 m - , T
0 1000 2000 3000 4000 = 100 s and ( 2) = 20 i

2 . The quantity

Wavelength (i) power/P 2

FiG. 14. The 1W growth time [the reciprocal of (5.4), expressed
in days I due to interaction with ocean swell is shown as a function is shown in Fig. 15 for the first three modes. We see
of honzontal wavelength for the first three vertical modes. from these results that if the swell modulation well
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012 C1 Vo 12 kr= -k.,Uoj

Mixed layer depth .60 m kU ,

k= 0. (6.6)

.1 We shall consider only surface waves which travel
in the positive x-direction and overtake the packet. For
those waves which have not yet reached the IW packet,

006 say at time lo and position i < 41, we have
= F, = F.. (6.7)

Similarly, we have

k = ko, a constant for t <to. (6.8)

Then having integrated the ray equations (6.6) to a
0001

0 4000 8000 point (k, k) within the packet we may set
wavelength (m) F( k, 4) = F,,(k1 1). (6.9)

Fir;. 15. The 1W power per unit area received from a modulated
ocean swell (5 7) is shown for the first three %ertical modes as a A simple technique for evaluating F,(k. k) is to choose
function of horizontal wavelength, a specific value of(k, 4) and to integrate (6.6) backward

in time to a location 4 < 4. For k < 4,, we know that
k = k4. Then with the use of(6.9) we obtain immediately
the numerical value of F,(k, 4).

matches the IW field that rather intense generation of On integrating (6.6) we must distinguish four tra-
internal waves can result. jectory types:

6. Nonlinear modulation of surface waves I ) those which pass through the packet from 4, to

2) those which have entered the packet at ki, ar.d
In this section we shall investigate the interaction of are turned back at the point where d4/dt = 0 [equi%-

surface waves with an IW packet that has a finite extent alent to the resonance condition (3.4)]. and then pass
in the.x-direction, but is uniform in the )'-direction. A back out of the packet at k = 4,.
finite packet of internal waves may arise from statistical 3) those which have been overtaken by the packet
fluctuations in the ambient field, from uneven topog- at 4 = k2
rap;iy, or a transient source. In the interest of numerical 4) those which are trapped within the packet.
simplicity we shall set S = 0 in (3.9). Damping will
be accounted for by ignoring those portions of the SW We shall ignore the type 3 and type 4 trajectories.
spectrum for which a significant SW-IW interaction We must. however, calculate the type I and type 2
time T, is greater than the relaxation time. or trajectories. The type I trajectories do not lead to an

T, > # -(k). (6.1) energy exchange between the two fields. since on
emerging from the packet a SW has the same wave-

We express the IW surface current U in the form number as it had on entering.

U = iOV(4. (6.2) *The rate of energy exchange to the IW field is ob-
tained from (3.8) and (6.9) as

It is supposed that f2 I/

V- 0 for 4< 4l or 4> 42 (6.3) E,(j,K) = -UoK d /Lx dkc, kx

and that within the range t, < < < X sin(K4)F,(k, 4). (6.10)

V = cos(K4). (6.4) Here we have taken L, = 2 - 4i.

We may now write (3.9) in the form As a first example we set

(9 O; + k,]a F,=O0, (6.5) V()= 1.46 cos(K4)/[I +exp(-O.5K)]
ia lx [, + exp(0.5K - 6.28)] f (6.11)

where and take (here X, is the intei al wave wavelength)

Cg(k)(kx/k) - C, + UoV(4', standard profile (4.21)

= Cg(k)(kylk), D = 20 m
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Up = 0.25 m s' T, to propagate from = 7r/(2K) to the turning point
exceeds 0- [condition (6.1 )]. We see, then, that just

= 0.56 m as in the linear theory of the last Section, the triad
= 470 m resonance condition must be met in order that energy

be exchanged between the two fields.
6, = 300. (6.12) Surface waves reaching the packet (6.13) encounter

an IW current in the negative x-direction. This current
This is a strong internal wave, corresponding to a ver- tends to drive the surface waves back out of the packet.
tical displacement at the thermocline of 8 m. If there is a turning point, corresponding to dI/dt = 0.

The resulting modulation function Fi(k. 1) [see this will occur in the interval 7r/2 < K < 7r. The ad-
(2.17)] is shown as the solid curves !n Fig. 16 for the verse current does work on the SW field, so tends to
location K = 37r. The lines are labeled by the direction increase the SW energy. This is seen mathematically
of k and shown as functions of k. The corresponding in (6. 10). since Al > 1 and sin(K ) is positive in the
results obtained from linear perturbation theory (4.4) interval ir/2 < Kt < 7r.
are represented by the dashed lines. The blocking of For the parameters given in (6.12) the expression
the SW field is seen at those values of k where .11 van- (6.10) was evaluated. A characteristic time was ob-
ishes. tained:

To study the energy transfer (6. 10) we take

cos(K ). 7r/2 < K < 57r/2 Td = (j,. K)/E,(j, K)] "  -24 days. (6.14)
V(s) = (6.13) For a mixed layer depth D = 80 m, we would have

10. outside above range, obtained Td = -70 days. We note (see Fig. 16) that

and continue to use the parameters given in (6.12). for this case waves near the spectral peak do not con-
We have seen that waves having type ( I ) trajectories tribute to the energy exchange.

may be excluded from the integrand in (6.10). We Because (6.9) is nonlinear, the coupling leads to
also exclude those.type (2) waves for which the time spectral transfer within the IW field. For example, let

us consider a second IW mode (j', K') for which
U' = U() cos(K'x - c'It + a'). (6.15)

The total IW current is the sum of(6.13) and (6.15).
If, however, L-0 is too small to significantly modulate

4.0 - F,, then

E,(j', K') = -UO'K' ft d/

/ L. f d2kk~c"1 sin(K',)F,(k, t) (6.16)

I where F, is determined by (6.13) only. Evidently, de-
pending upon the mode (j', K') either sign may be

M encountered in (6.16). The implication of this is that
in the nonlinear regime, energy may be transferred
among the IW modes through SW coupling.

2.0
7. Conclusions

/ We have described mechanisms for energy exchange

between internal wave and surface wave fields. The
- * 450important effect in the case of wind waves is the drain-

10 1111 J I ing of energy from the IW field in the high frequency,
01 o 10 so long vertical wavelength domain. This would seem to

k (m "1) be significant in assessing the factors which determine
the total energy budget of the internal waves. In re-

Fir. 16. The modulation function M(K. k) is shown for the pa- viewing existing models which describe energy fluxes
rameters (6.12) and a location corresponding to K = 31r The curves
are labeled by the direction of k. The solid curves obtained using into and within the IW spectrum, we have tentatively
nonlinear theory, the dashed curves from the !ineanzed equation identified mixed layer flows as a possible source of the
(4.3). required energy. Partial depletion of the IW spectrum
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in the region of high energy loss and at times of high L= O' =
energy loss might occur. 8

We have not explored here the dependence of the
energy exchange rates on the Viisfili profile. To real- r(x, t), at z = 0. (A4)
istically assess the implications for internal wave energy The symbol ( )LF here implies both the ensemble
balance, measured upper ocean profiles of N fot se- average over SW field realization and the low pass filter
lected locations and seasons should be used. Also, this in frequency and wavenumber. Also. in (A4) only the
should be related to historical records of wind speed second order triad terms are kept.
for these locations. We may use (2.14) to re-express (A4) in terms of

As concluded by DD. a we!! collimated ocean swell the SW action density (as was done by DD):
may play a different role in that this can lead to rapid
lW growth. Although this may be locally significant. (
it is not expected tc be important for the IW total en- 1

ergy budget.
We have mentioned that external sources of SW This will be recognized as the gradient of the SW mo-

modulation, such as the envelope of swell. wind vari- mentum per unit area. It represents the drier of in-
ability. and Langmuir cells. may lead to IW generation. ternal wave excitation.
Nonlinear modulation. such as SW blocking, has been To satisfy the condition (3.6) WWC generalized
seen to introduce new aspects relating to SW-IW cou- (2.4):
pling. w,(x. 0. 1) =  e ".4,g|.(0) + r(x. t). (A6)
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With use of a method of Arnol'd. we derive the necessary and sufficient conditions for the
formal stability of a parallel shear flow in a three-dimensional stratified fluid. When the local
Richardson number defined with respect to density variations is everywhere greater than uni-
ty, the equilibrium is formally stable under nonlinear pertrubations. The essential physical
content of the nonlinear stability result is that the total energy acts as a "potential well" for
deformations of the fluid across constant density surfaces; this well is required to have defin-
ite curvature to assure stability under these deformations.

PACS numbers- 47.20 + m. 03 40 Gc. 92 10 Dh

With use of a method of Arnol'd' and others, 2'1  the flow. Our criterion is that the local Richardson
we have investigated the nonlinear stability of two- number defined with respect to variations across
and three-dimensional incompressible flows of an constant-density surfaces must be greater than I.
inviscid stratified fluid treated as a Hamiltonian sys- This focuses attention on the realm between - and
tern. In this note, we report on the application of I for intensive theoretical and experimental investi-
this technique to the important case of a shear flow gation.
with velocity profile U (z), and density profile p(z). We treat stability in the Boussinesq approxima-
We do not present the full set of conditions for tion4 for incompressible flow. See Ref. 2 for the
nonlinear stability of this flow, but do exhibit the treatment of nonlinear stability for compressible
necessary and sufficient conditions for the formal flows, and Ref. 3. for incompressible, stratified,
stability of the flow. Formal stability means that a non-Boussinesq flows. We address solutions of the
certain functional of the flow fields is definite in momentum equation
sign. Given formal stability, nonlinear stability re-
quires additional convexity estimates to be satisfied. -. + (!. V)i'- -Vp -pg, (1)
These do not alter the physical implications of the at
conditions derived here.3

The two-4imensional analysis4 of the stratified alongwith
fluid equations linearized about a planar shear flow a
U(z), p(z), shows that neutral stability (purely im- . p+'.p-O and V7. -0, (2)
aginary spectrum) occurs provided the Richardson

number is everywhere greater than -.. Here we in a domain on whose boundary the normal com-
derive the analogous criterion for formal stability ponent of the velocity U must vanish and the densi-
for three-dimensional nonlinear deformations of ty p must be constant. In (1) and (2), p is the pres-
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sure and g is the constant gravitational acceleration Thus, for an arbitrary function G (q, p),
in the - i direction. The constant.reference density
multiplying the acceleration in (1) has been set A (16. p)

equal to unity. - rd'x Il LI +pgz + G (q. p) +,\q (5)
Solutions to these equations conserve the energy

is conserved. The term Aq in (5) is separated to
fdx[li12+pgz). (3) cancel some boundary terms which arise below.

The role of the function G(q.p) is that of a famil-
Both p and the potential vorticity iar Lagrange multiplier expressing the constraints

q - (V x 9). -7p (4) on the flow imposed by conservation of q and p.
We now examine the first variation of A (i. p)

are conserved along fluid particle trajectories, and relate its critical points to stationary solutions
I . The first variation is

8A (11.p, ) - dx 8-. (U,. - G, p, x Vq, + p(z + Gp (V x U,) V GqI

+ (h + Gq)l,fds. -(SpV x U, -Vp, x VF,). (6)

where G, - 8G/ap evaluated at qtp,, etc., S is the ,
boundary surface of the domain of the flow, and A From this we see that a sufficient condition for
is the outward unit normal vector on S. formal stability is that the eigenvalues of the two-

8A in (6) vanishes at Ur, P, satisfying by-two matrix in (12) are positive; namely,

U, - G,,Vp, x Vq, .  (7) Gq > 0o (13)

gz+G,-(Vxli,) VG, (8) and

in the interior, and GqqGpp -Gq, 2 > 0. (14)

A- - G, (9) We can sharpen these sufficient conditions, howev-
on the boundary. Flows satisfying (7) and (8) can er, by noting that divV.8U-0, so there are only
be verified to be stationary solutions of (I) and (2). two independent components of 8U, which along
Expression (7) implies the requirements U, with 8p allow us to cast the definiteness of 82A into
-Vp, - U, Vq1 - 0 for stationary flows; (8) is the a linear three-by-three operator eigenvalue condi-
three-dimensional analog of Long's equation.3 tion, whose eigenvalues must then be either all pos-

We use (7) and (8) to determine G(q, p) in itive or all negative. This condition is made explicit
terms of the Bernoulli function in the example we now discuss.

K (q,, Pt) -p, + pz + -L 1U, 12. (10) Our example is the parallel equilibrium flow

via U(0 -(u (y,z). 0. 0). (15)

G(q,,)-q,rAK(xp,)+qty(p,), (11) P (7) -P (Z). (16)

X2 This is a standard configuration and application of

where v(pe) is an arbitrary function of p,. the Arnol'd method to it provides insight into the
An equilibrium flow is said to be formally stable if value of the technique. The validity of the linear-

the second variation of A (U. p) at the critical point ized results on this flow have been examined in
U, p, is definite in sign. Formal stability implies3  laboratory and geophysical situations. Our non-
linearized stability since definiteness of 82A gives a linear result will thus provide impetus for further
preserved norm for the linearized solutions. As experimental study of these important flows. We
noted, nonlinear stability requires both formal sta- separate the y and z dependences in u (y,z) into a
bility and some convexity conditions on the func- small, slowly varying y dependence plus a general z
tion G ,q, j,). For the present case, we find dependence U (z). Thus, we write

1.4 (Uu, pc) u (y,z) - f(y) + U (z). (17)

- fx 1ul'+ 8q,8P)Gq Gqp 8qJJ (12 The role of f (y) is to break the q, -0 degeneracy
- qp . (12) of the two-dimensional f-0 flow, which is the
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conventional setup. The physical situation we wish with
to describe is a shear flow U(z) with a smooth,
small f(y) imposed upon it to give the three- G _. u L2 U(z) I+(20)
dimensionality needed for q, ;0. We wish to u7YpY fop i U(z)J'
parametrize f(y) by a velocity scale, fr, which is
much less than U(z). and by a length scale L which and we drop the last term commensurate with our
is large compared to any other lengths in the prob- assumptions on f(y). G,, is now a function of z
lem. We choose (or p) alone. q in our flow is

f(y) -fo(y/L) 2 ; fo << U(z); (18) q - (foL)(y/L)( -p,). (21)

and restrict the domain of y to be ly I << L. In Since q is small for ly I << L, the neglect of
what follows, we expand all quantities in L - 1, cap- higher-order terms in q, wherever they occur, is an
turing the essence of the stability problem in the excellent approximation.
leading orders of L which are retained for L very Now we choose the two independent components
large. of 86 in (12) from the vertical velocity

From the Bernoulli function, (10), we find u3( ,t)-!8V.-i and the vorticity Wj3( ,t)
(dropping the subscript e henceforth) - (V x M) '. This choice is motivated by the ob-

G (q p) servation that the only essential dependence on the
equilibrium flow is on the vertical coordinate z.6 To

-rp +pgz +-LU(z) +-+Gqqq2+O(q 4).(19) leading order in L - 1 a calculation shows that
1 82A (i. p,) is given by

W/V2,1 0 0 V

fd . p +p Gqq pUGq8, .03 (22)

0 -p U.G.,, G,,'U,2 G.8 py p

with vL- +a' and V2-V +Oz2 . Precise
meaning to (V2 ) -I is given by imposing periodic with k2 -k? +k?.
boundary conditions in x and y for each of v3, w3, Since we allow arbitrary variations of V3, W3, and
and 8p. A term fh,8p has been neglected relative 8p, each of k, and k2 can be as large as we like.
to U,8,fp. which is retained. This ordering means This means that we must have
our choice of L must be large enough to overcome
any very large vertical wave numbers in.8p. The ar- pGq-u/u, >0, (25)

bitrary function y(p,) in (II) is set to zero. and
For formal stability, we demand that 82A be of kU 2 G,, 1

definite sign for all independent variations in GPP> max 1-0 (26)
(v3,w3,8p) space. That sign must be positive, as (k,.k) I+kfpGqq
we see by looking in the direction (u3, 0, 0). Then The first of these is the usual Rayleigh criterion for
by looking in the direction (0. w3, 5p) we learn that stability of shear flows in y. Its presence here is ex-
the necessary and sufficient conditions for formal pected since we have no stratification in the hor-
stability are that the two-by-two submatrix operator izontal direction. Condition (26) is the desired
in (22) have only positive eigenvalues. This re-
quirement is most easily expressed by Fourier
transforming in x and y to wave numbers k 1 and k 2. G,,- -gaz/ap-a 2 [ U2 (z)]/ap2 . (27)
The two-by-two submatrix becomes algebraic, andpositivity of its eigenvalues occurs if and only if When (U2 ),, is positive, we may define the gen-

eralization of the usual Richardson number to beIl/kI + p,'a > 0. (23) NR(z)-N(z) 2/ p 2 I [-UU(z)J/ap 2I, (28)

and
with N2(z)- -g8p/Oz the BrUnt-Viiisila frequency

G,,[l + k p: Gqq + k]U:2 Gqq >0. (24) in Boussinesq approximation. [NR, defined by (28)
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agrees locally with the standard gradient definition, now is formally stable This note provides detailcd
if one uses the linearization of U and p (e.g., Ref. demonstration of this notion, which itself was dis-
3)]. The necessary and sufficient condition for for- cussed as long ago as 1931 by Prandtl
mal stability then becomes One of us (il.D.I.A.) would like to thank J. W

Nit,(z) > 1 (29) Miles and W. H Munk for illuminating discussions
on the physical content of this work. This work was

everwhere in the fow This is our central result. supported in part by the U. S Department of Ener-
In addition, there are situations where P positive gy under Contracts No. W-7405-ENG-36 and No.

(a statically unstable configuration) may be stabi- AT-3-82ER12097, and by the Office of Basic Ener-
lized by the shear flow. To exhibit this stabiliza- gy Sciences, Division of Applied Mathematical Sci-
tion, we assume p, ;d 0 and define the "inverse ences, and by the Office of Naval Research, Code
Richardson number" 422PO One of us (T.R.) was a National Science

Foundation postdoctoral fellow while at the Univer-
a (z) - aI[f+U'(z)/0)p2 ( -pz/g). (30) sity of California, Berkeley.

When p, < 0, that is for statically stable stratifica-
tion, all flows with a (z) < I are formally stable.
When p, > 0. that is for statically unstable stratifica. V . Arnold. DokI. Nat. Nauk 162. 773 (1965), and
ttan, all flows with a() > I are form ally stable. A m M . o c. Dokl. 79, 2,7 (1969).Am. Math. Soc. Transl. 7/9, 267 (1969).
The first case is usually understood by saying that 2D. D Holm. J. E. Marsden. T Ratiu, and A Wein-
the kinetic energy acquired by a parcel of fluid stein. Phys. Lett 98A, 15 (1983). and tobe published
crossing density surfaces is not sufficient to over- 31( D I Abarbanel. D D Ilolm, J E Marsden, and
come the potential energy required to move the T Ratu, "Nonlinear Stability Analysis of Ideal Stra!i-
parcel. The second case ;s less familiar and is only fled, Incompressible Fluid Flow" (to be published)
possible if second derivatives of U are relatively 4P G. Drazin and W II Reid, Ilvdrodvnamwc Stabilitv
large. In this case, the potential energy that would (Cambridge Univ Press. Cambridge, England. 1981).
be gained by a fluid parcel in crossing density sur- Especially important for us is the work of Miles and
faces is not sufficient to overcome kinetic energy loward reported in Sect 44.
lost in the same traverse. 5R R. Long, Tellus 5, 42 (1953) See also the mono-

The essence of our argument in this note is that graph by C. S. Yih, Stratified Flows (Academic, New
York, 1980).

the negative of the Bernoulli function (10) acts as a 6See, for example, the discussion of thermal convec-"potential well" for stratified flow. This is seen in lion in S. Chandrasekhar, Hydrodnamic and livdromag-
(19) where G is, for this heuristic discussion, netic Stability (Cambridge Univ Press. Cambridge, Eng-
- (p +pgi.+ -yI 'I2 ). Our requirement that land, 1961).
GPP > 0 tells us that this potential well has positive 'L Prandil, Fiihrer dutch die Strdnungslehre tViewcg,
curvature for crossing density surfaces, when the Braunschweig, 1931), Sec. V, 12d).
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VERTICAL DIRECTIONALITY OF AMBIENT NOISE AT 32 - N

AS A FUNCTION OF LONGITUDE AND WIND SPEED

W.S. Hodgkiss and F.H. Fisher

Marine Physical Laboratory
Scripps Institution of Oceanography
San Diego, CA 92152

Abstract

Measurements have been made of the ambient noise field between 25 and 300 Hz with vertical
arrays at 32" N (124 W, 136" *W, and 150* W) Substantial differences in the vertical distribution of
noise have been measured, especially at the higher frequencies which can be interpreted in the
context of attenuation by seawater sound absorption of coastal shipping. Due to substantial
differences in weather at the stations, these measurements also provide an opportunity to observe
the effect of weather on the vertical distribution of ambient noise

1. Introduction

Ambient ocean noise in the low and mid-frequency regions has received a great deal of
attention over the last 25 years. Downslope conversion of coastal shipping noise has been discussed
as being a major contributor to the low-angle noise di.atribution in the vertical plane (angles close to
the horizontal) [1-41. If this is so, then sound absorption in seawater should produce changes in the
distribution of low-angle noise in the vertical plane as a function of range from coastal shipping.

A decrease in the noise energy per unit angle in the vertical offers improved array performance
as a function of distance from coastal shipping. In the Pacific for these latitudes (32" N), the
attenuation is about 0.006 dB/km at 300 Hz and decreases to 0.0015 dB/km at 150 Hz. At a range
of 1500 nmi (2778 km), the attenuation would be 16 7 dB at 300 Hz and only 4.2 d3 at 150 Hz
Therefore, if we had data on vertical noise distribution at short and long ranges from coastal
shipping, we would expect to see substantial absolute differences at low angles between the 300 Hz
data and much less for the 150 Hz data.

We have made such measurements - two at 32 N 124" W (approximately 350 nmi due west of
San Diego), and one each at 32' N 136 W (approximately 1000 nmi west) and 32 * N 150* W
(approximately 1700 nmi west). Due to substantial differences in weather at the stations, these
measurements also provide an opportunity to observe the effect of weather on the vertical
distribution of ambient noise.

2. Experiment Description and Data Analysis

In October 1985 and again in April/May 1986, ambient noise experiments in the low-frequency

and mid-frequency region (50-300 Hz) were conducted by MPL. The October 1985 data were obtained
with the 48-element, uniformly spaced (d - 2.4 m, half-wavelength at 309 Hz), NORDA VEKA array.
The April/May 1986 data were obtained with a 27 element, uniformly spaced (d = 3.46 m, half-
wavelength at 217 Hz), MPL array. Both arrays were suspended in the vertical from FLIP and centered

on the sound axis (z - 750 in). FLIP was in a tight, three-point moor at 32' N, 124 * W for the October
1985 data and drifting slowly for the April/May 1986 data. Three separate stations at 32 * N were

established during the course of the April/May 1986 experiment (see Figure 1): (1) 124' W, (2) 138'W,

and (3) 150' W. Note that the first station is identical with the location of the October 1985
experiment. Significantly different weather conditions were observed at the three stations during the

two experiments.

The NORDA VEKA array data discussed here were taken with a sampling rate f = 907 8 Hz and

the MPL digital array data were taken with a sampling rate of fs = 1176 Hz. The results in the next
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section were produced with a FFT beamformer. The along-channel FFT's were 50% overlapped and
8192-points in length. A Kaiser-Bessel window (a - 2.5) weighted the data prior to each FFT. The
cross-channel FFT's were 512-points in length where the (complex) data first was windowed with a 48-
point (NORDA VEKA array data) or a 27-point (MPL digital array data) Kaiser-Bessel window (a =

1 5) and then zero-padded out to the FFT length. For this value of a. the first sidelobe is -35 dB.

3. Discussion

Analysis of this data indicates a strong relationship between wind speed and the characteristic
vertical directionahty of the ambient noise The following examples from the analysis are provided in
the Figures 2-5 (see 5! for the complete analysis results)-

(1) October 1985 (NORDA VEKA 48-element vertical array)

(a) 32' N, 12.1 'V (Tape I85010. wind speed 6 kts)

(2) April/May 1986 (%IPL 27-element vertical array)

(a) 32' N, 124' V (Tape 06060, wind speed 22 kts)

(b) 32' N. 136 - V (Tape M6217. wind speed 17 kts)

(c) 32' N. 150'V (Tape A6180. wind speed 10 kts)

The figures display the time-evolving vertical directionality of ambient noise in a narrow band centered
at 200 Hz (positive angles refer to downward looking beiims). The plots have been calibrated to report
ambient noise power spectral density per Hz per degree ,, vertical angle (dB re I uPa/\/flzDeg)

A number of observations can be made by comparing the waterfall plots from the three stations
Under calm weather conditions (Tapes M5010 and #86180), the vertical distribution of ambient noise
clearly is concentrated within approximately *15' of the horizontal Under poor weather conditions
(Tape 06060), high wind speed has the effect of filling in the higher vertical angles while leaving the
level within the low-angular region unchanged. Under intermediate weather conditions (Tape #862,17),
a transition between these two characteristics occurs which is frequency dependent (in the case of Tape
86247, the transition occurs in the the 125-150 Hz region). 'his frequency-dependent t ranbit i

characteristic is consistent with ingle hydrophone measurements reported ii the literature (e g vte Ii
where ambient noise levels above 100 liz were very sensitive to %ind -peed shile ambient ioise level,

below 100 Hz showed no wind .peed dependence at all)

From 75 to 300 Hiz, the change in the vertical distribution of noise with increasing range from
coastal shipping (especially at higher frequencies) was in a manner consistent with the effect of chemical
absorption on low-angle noise due to coastal shipping (see [51) Whereas a shipping noise pedestal at lov
angles is observed at all frequencies at short range, at long range the absorption effect makes the
vertical distribution of ambient noise more isotropic at higher frequencies than at low frequencies.

4. Summary

Downslope conversion of coastal shipping noise has been discussed as being a major contributor to

the low-angle noise distribution in the vertical plane (angles close to the horizontal). The results
reported here on the vertical directionality of ambient noise as a function of longitude are consistent
with this hypothesis. Sound absorption in seawater appears to diminish the low-angle energy as a

function of distance from the coast with the effect being more pronounced at higher frequencies than at

lower frequencies.

Due to substantial differences in weather at the stations, these measurements also provided an
opportunity to observe the effect of weather on the vertical distribution of ambient noise. Under calm
weather conditions, the vertical distribution of ambient noise clearly is concentrated within

approximately ±15 ' of the horizontal Under poor weather conditions, high wind speed has the effect c

filling in the higher vertical angles while leaving the level within the low-angular region unchanged
Under intermediate weather conditions, a frequency-dependent transition between these two

characteristics occurs which is consistent with single hydrophone measurements of wind speed
dependence
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Resull-t are reported from an experiment, conducted in 1987, in which an ocean bottom
seismograph array of 150-m aperture and minimally redundant design was used to record the
ambient noise in deep water off the California coast. The minimum interelement spacing
among the nine instruments was 8 m. The coherence lengths observed imply that the noise
field in the 0.05- to 5-Hz band are fundamental and higher-mode Rayleigh/St,:neley/Scholte
waves and the relative amplitudes of the modes imply that the excitation occurs within 20 km
or the array. These observations imply that the noise energy is scattered into the seafloor
waveguide at the boundaries of the sediment pond in which the array was sited. The
implications for sub-bottom sensors are discussed.

PACS numbers: .3.30.Nb, 43.30.Ma

INTRODUCTION these slowly propagating waves by the ocean surface wave

Observations of ambient noise on the seafloor are being field. Their presence requires that the ambient acoustic noise

increasingly made at lower frequencies. Below 5 Hzt, the field be scattered at the ocean floor or within the sedimenta-

oceanic microseism becomes the dominant source of noise. ry layer.

It is widely accepted that the microseism energy is the result I. EXPERIMENT DETAILS
of a highly efficient nonlinear interaction between ocean sur-
face wave trains. However, the way in which this energy The OBS array, code named "CIRCUS," was deployed
couples into ground motion is less well understood, due to a in the deep ocean, off the Patton Escarpment, which is the
shortage of appropriate ocean floor measurements, edge of the continental borderland off southern California

On land, important advances in the study of low-fre- (Fig. I ). The site was near DSDP hole 469 at a water depth
quency ambierit noise were made with the advent of large. of 3800 m. Reflection profiles and drill logs from this hole
scale seismome ter arrays." Sensor arrays enable the decom- show sediments composed largely of clays and calcareous
position of the observed wave field into spatial frequencies, oozes, with compressional wave velocities ranging from
facilitating the identification of the mode of propagation. 1500 to 1600 m s-' (see Ref. 5).
Until recently, there have not been any similar arrays of seis- This area was also the site of another seismic experiment
mometers placed in the ocean. Ocean floor noise measure- where explosives were detonated on the ocean floor to gener-
ments have largely consisted of small numbers of instru-
ments 

4

In April and May of 1987, an array of ocean bottom 40#N
seismometers (OBS) was placed in a deep oceanic basin in a
cooperative effort between the Scripps Institution of Ocean.
ography (S1O) and the Naval Ocean Research and Devel-
opment Activity (NORDA) [now the Naval Oceanic and
Atmospheric Research Laboratory (NOARL) 1. The pur-
pose of this deployment was to measure the spatial charac-
teristics of ambient noise on the ocean floor at small length 350N
scales.

This paper will be concerned primarily with the spatial
coherence measurements made by the array. Wave-number
spectra are another, very interesting observable from array 0..
data; but they are more sensitive to errors in sensor location D CIR'U

and timing, and therefore will be discussed in a separate pa- "
per. 30-N "'o, 4, j

We conclude from the observed spatial coherence that 130* W 125 0 W 120W 115 0 W
Stoneley waves are an important component of ambient
noise on the deep seafloor between 0.8 and 5 Hz. The depth FIG I Locatin map for the CIRCUS array deployment. The gite tq at full
of the ocean at this site is too great for direct excitation of ocean depth jut to the west of the Californma borderland.

1503 J. Acoust. Soc Am $5 (3), September 1990 0001-4966/90/091503-12S00 80 Ci 1990 Acoustical Society of America 1503
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ate Stoneley/Scholte waves on the water-sediment bound. too Circus Sensor Array

ary." The energy of the interface waves was mostly confined 4 Planned
to the range I-5 Hz and the attenuation was very strong a ReaLized

(Fig. 2). The dispersed wave from a 5-lb explosion became A Functional

undetectable beyond a distance of 1.2 km. Dispersion analy- 90

sis of the interface waves yielded shear wave velocities - .o

between 40and 100 m s- ' in the upper 40 m below the ocean
floor The wavelength of the Stoneley waves wai determined . *0 t3
lo he on the order of 100 m. Results front this experiment ' 1 5 2

have a hearing on the array measurements in two ways. The > 0, ,

CIRCUS array was an effort to observe naturally occurring g -o

Stoneley wave.; and therefore had to be designed wit h a very " -40 g
fine spatial sampling to avoid aliasing the measurements.
Additionally, it will be shown that tie phase velocity disper-
sion of the medium, as measured from the controlled
sources, has a strong effect on the spatial coherence field.

A minimum redundancy array design7 was used for the -100
array to simultaneously maximiie the array aperture while 8o -40 00 40 40

maintaining the necessary fine element spacing. The design Distance East (in)

is shown in Fig. 3, along with the actual sensor positions FIG. 3. MinimumredundancydesignfortheORSarrayand reaitedsensor
achieved by the deployment. The emplacement of a 100-m poitons
aperture array at a depth of nearly 4 kim represented a signifi-
cant technical challenge. The Deep-Tow system of acoustic
transponder networks and wire-supported vehicles 9 made
this task possible. The basic elements of the system are

Instrument 6 Event I I Componnt I
Range 0 939 km -

0 1 OMA-I

tO 2 to if is 20 22 24 Z6 28

Time (s)
Group Slowness (s km-0

)

to t2 f t6 t8 20 22 24 26 2 30

S
i

"O

tillO

I~ 0S

0,1003080,07 006 005 004

Group Velocity (k s'-)

AMPLITUDE
C.,Aur intder 20.-03
ra11w pwsnteraw Atpha 20.00. Retatvt. bmdwiah FIG 4 Essential components of the OBS deployment The OliS package

hangs beneath the Thruster unit. The Thruster is connected by wire to the
ship on the surface but has limited maneuverability ofits own The position

FIG 2 Dispersed wave train from an ocean bottom shot and multiple win. of the Thruster is monitored by exchanging acoustic pings with a net or
dow dimpersior i-alysii. tramponders fixed to the ocean bottom.

1504 J Accust. Soc. Am., Vol. 88, No 3. September 1990 A E Schreiner and L. M. Dorman: Seafloor noise 1504
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shown in Fig. 4. Details of the deployment will be described A 12-bit digitizer operating at 128 samples per second
in a later paper. converts the signal to digital form. The digitized data are

The OBSs were emplaced within 5 m of their target posi- stored in a 128-kbyte buffer and written to tape after the end
tions with two exceptions. In one case, the sensor packages of the recording window so that the mechanical movement
was of a different configuration and did not fit on the tow of the tape does not affect the signal. The buffer memory has
vehicle's release hook. In the other case, an impending ex- a capacity of 227 s of four-channel data at a rate of 128 Iz.
plosive shooting schedule would not permit the vehicle's 6-h The OBSs have since been extensively modified to reflect
round trip to the bottom. Both times, it was necessary to newer technology, with a new microprocessor and a large
deploy the instruments in the conventional manner of releas- increase in recording capacity
ing them at the ocean surface and letting them free-fall Nine of the thirteen instruments deployed returned us-
through the water. One ofthese OBSs is the one that is offset able data. In Fig. 3. these are marked by the filled triangles
by 80 m from the array center (Fig. 3). Though unplanned, Of the capsules that did not return data, one failed to resur-
this large separation turned out to be of benefit to the inter- face, two suffered malfunctions of an experimental data re-
pretations. corder, and one was not diagnosed.

The twelve SIO and NORDA seismographs were of the
same design with only minor differences. The model has
been in use at Scripps for nearly a decade."'The sensors are a I. SPECTRAL ANALYSIS
triaxial configuration ofseismometers and a pressure sensor Spectral estimates were computed using the multiple
The seismometers are Mark Products model L.4C with a prolate spheroidal taper method." In this technique, the
resonant frequency of I Hz. Two different types of pressure data are"windowed" by the N lowest-order prolate spheroi-
transducers were used: an Ocean and Atmospheric Systems dal wave functions, where NV is dependent on the desired
model E-2DP crystal hydrophone, and a differential pres- time-bandwidth product, and the spectrum (or cross-spec-
sure sensor ofa design by Cox et al." In this paper we report trum) estimator is a weighted average of the transforms of
only on data from the vertical seismometers. the windowed data. The frequency-dependent weights are

The sensor output is fed through a variable gain preamp adjusted to miniml7e a combination of variance and spectral
with a 54-dB range. The amplification level is determined leakage. The multiple taper method provides excellent pro-
independently for each channel by a long-term average ofthe tection against spectral leakage from adjacent frequency
ambient noise, The site was remarkably quiet, and the gain bands. An added benefit is that error estimates can be com-
was usually at its maximum setting. The signal is further puted for the spectra, coherence, and phase. Since the spec-
conditioned by a prewhitening filter and anti-aliasing filters tral estimate is computed from a set of windowed trans-
with a cutoff frequency of 30 Hz. Figure 5 shows the transfer forms, it is possible to form a "jackknife" estimate of the
function for the seismometer channels. variance by using all possible combinations ofithe windowed

transforms." A time-handwidth product of 4 was used to
compute the tapers, resulting in up to 16 degt'ees of freedom
for the estimate. Generally 32- or 64-s segments of data were
analyzed with an inherent resolution of 0.5 and 0.25 Hz,

Seurnomrn,-r ChanneL R.sp .ne respectively.
Figure 6 shows an acceleration spectrum computed

from a typical recording window. A noise spectrum from a
quiet continental site is shown for comparison. The usual
features of ambient noise spectra at infrasonic frequencies
are evident. The microseism peak is the power maximum at

f o_,4 0.16 to 0.2 Hz. This feature has been studied extensively for
many years and is due to acoustic energy created at the ocean
surface by a nonlinear interaction of ocean swell sets aiid
which propagates with little attenuation to the bottom to
excite Rayleigh waves in the oceanic crust. The so-called
"noise notch" is a quiet band at frequencies below the micro-
.eism and extending down to 0.02 Hz. 4" This represents a

10o-S  frequency regime between the ocean swell and very long pe-
riod gravity waves. OBS system noise begins todominate our
results below 0.06 Hz. There is commonly a subsidiary peak
near I Hz. The slope of the spectrum differs above and below

_the peak. The frequency of this peak varies markedly with
to-' 10o  10 time and appears to be controlled by wind state. At 5 Hz the
Frequency (Hz) slope of the spectrum changes drastically. Power above this

frequency is affected by surface wind and ship traffic. At the

FIG 5 Transfer function ror the sesmometer channel, including seismo- quietest times, OBS system noise again becomes dominant.
meter and filters. Figure 7 is a measurement of mean squared coherence

1505 J Acoust. Soc. Am, Vol. 88. No. 3, September 1990 A E Schrener and L M Dorman' Sealoor noise 1505
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Nose Spectra torily by the theory of Longuet-Higgins"7 and Hassel-
mann.tC Under certain conditions, ocean surface swell can

tOt O. Floor generate pressure fluctuations that reach the ocean floor un-
attenuated. For the second process, pressure fluctuations

tO can couple into seismic wave propagation in the ocean floor
when their wave number is equal to that of the resonant

83 modes in the elastic medium. The wave number of the pres.
S12sure fluctuations, because they propagate through the water,

t02 I1is limited to the range Ik <o/a. where a is the acoustic ve-
•l locity of water. However, high wave-number (low-velocity)

1o-3 seismic waves are observed on the ocean floor, and their exci-
Z tation requires a different interaction that is not well under-
'1 104 stood. The last process, the propagation of energy in the

elastic medium, will be the focus of this section. The ob-
10-6 Continrtal Inter'tor served spatial coherence puts strong constraints on the na-

*ture of the seismic plopagation between the coupling region
10"t and the receivers.

Motion of the ocean floor is forced by the pressure field
1- .'induced by ocean surface waves in a limited region directly

. ... ... . .. above. Seismic waves radiate out fwm each point on the
to-, ; (fo) ocean floor in all directions On a purely flat bottom, theFrogqvci (Hr)efficiency in which this motion is :onverted into propagating

FIG 6. Noise spectra from an OHS during CIRCUS (solid) and from a seismic waves depends on whether the wave number of the

quiet continental site (dashed) at Queen Creek."-" incident pressure field matches the wave number of a seismic
mode in the ocean floor. However, because of topographic
and subsurface effects, the efficiency of conversion may vary
from point to point. The seismic field at any given point is

between the vertical seismic components of a pair of instru- therefore considered to be a harmonic wa6e fieldwvith energy
mentsseparated by 123 m. The heavy line is the estimate and that is a function of azimuth.
the light lines are 95% confidence intervals on the estimate. Thespatial coherence can be determined from the direc-
Where the lower limit is positive, the coherence is reliably tivity function. " "' This is accomplished by integrating the
nonzero. harmonic wave field over azimuth

With a variety of offsets between sensors it is possible to o2
make direct observations of the spatial coherence. The nine K r) = A f,O)e

'
k(Pr

'
ie ,) dO

instruments give 36 different sensor separations. All the sep- Uf

arations greater than 80 m are relative to OBS 1, which was x A( f,O)dO , (1)
separated from the rest of the array. The mean.squared co-
herence as a function of frequency and separation is shown in
Fig. 8 for a particular window. The full two-dimensional
coverage is created by a spline interpolation of the 36 sets of
intersensor coherence estimates. The plot is typical of the 1.0 Separatton 123 7
observations at this site. There are two bands of high coher-
ence, below 0.4 Hz and between 0.8 and 3 Hz. Between those
two bands there is a notch of lower coherence that widens 0.8 .
with increasing separation. This pattern is characteristic of i"'! i I j
the observations for the duration of the experiment. The 0.6
depth of the notch may vary to some degree, but the notch Po I
edge frequencies did not vary. : b

0.4
Ill. COHERENCE MODEL

We explain the observed spatial coherence by the mode 0 -
of propagation of noise energy in this environment. The co- [*"
herence model will be developed from a combination of a . -
distributed source function and the decomposition of hor- O0
zontally propagating energy into seismic modes. F10quency (Hz)

The ambient seismic noise field derives its characteris-
tics from three processes: the source of energy, the coupling FIG. 7. Coherence between the vertical sensors for OHS I and OHS 13,
of energy into the seismic medium, and the propagation of separated by 123 m The upper and lower traces are the 95% confidence
energy in the elastic medium. The first is explained satisfac- limits.

1506 J. Acoust. Soc. Am ,Vol 88, No 3. September 1990 A E. Schrener and L M Dorman Seafloor noise 1506

52



Coherence (iindow Z49)

1o

FIG R Coherence between the vertical %cis-
mometert for all aci' e gen ors for recoring
windn" 22Q rieratige aredivcrete and the
data were regridded

I of i10' -

fo-f fo f0r

Pretuenc (H)

where A(O) is the azimuthally dependent incident field tince the coherence length depends on the wavelength
strength. For an isotropic distribution, the directional spec- of the propagating energy, we will incorporate realistic fre-
trum is A(O) = I, and the result quency-dependent wavelengths derived from synthetic dis-

K(fr) = J[ k(f) r]. (2) persion curves. The dispersion was computed from a materi-

where Jo is the zero-order Bessel function, can easily be de-
rived.

Measurements of the ocean surface wave directional Coherence Length vs. Beam Paraneter

spectrum have shown that the function 1.0
ACO) = cos" [ 1(0 - 0,) ] is an adequate model a for wave
directivity.2 In this representation,p - 0 corresponds to an
isotropic distribution ofenergy, and / = o corresponds to a
plane wave propagating in the 0 = On direction. The param- 0.8
eter it may, in general, vary with frequency. .

Webb20 derived a general expression for the coherence
between a sensor at the origin and a sensor at the point (rO) .. __ .2
as a function of the beam parameterju:- 0.6 U=0

K(f,pr4t) = CiJ.[k(J)rj cos in(O- O,)), (3)

where 0.

x[r(L-n i)r(IL-+ )} 0.2-

where r(s) is the gamma function. For even integer values
of P, the series truncates at n = /2. Figure 9 shows O. 0
squared spatial coherence for a variety of beam parameters. p

The features to note are: first, that asp (the narrowness of 0 0 1.0 2 0
the beam) increases, the spatial coherence length increases; Distance / Wavelength
and second, that the spatial coherence depends on the wave-
length by way of the wave number in the argument of the FIG. 9. Theoretical coherence as a function of distance for four different
Bessel function. beam parameters.
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vo-tv ti" ! ') ( ) Ocean Floor Mode Waulengths

3*

to&

Iot

Fi, in Velocity midel derived from matching computed mode% to ob-
%erved divpermin of the ocean hottom ,hot data. requency (10

FIG 12 Wavelength% determined from the phae velocity di%pervion func-
al property model inferred from past surveys. The model of t,on.

Sauter et al.' achieved a good fit to the observed Stoneley
waves in the frequency range ofo.5 to 3 Hz. We are interest-
ed in modeling the coherence to even lower frequencies, and regime. At the ocean floor, the Stoneley (or Scholte) waves
since Sauter et al.'s' model only extended to a sub-bottom are a continuation of Rayleigh waves to velocities lower than
depthof50m, wehavesupplementedit withacrustalmodel the acoustic velocity in water, 1.5 km s-' (c.f.Tolstoy2").
from Spudich and Orcutt2" (Fig. 10), which was inferred When the phase velocity is less than the propagation velocity
from seismic refraction observations in the Pacific Ocean off in one of the adjacent layers, the wave becomes evanescent in
the coast of Mexico. that layer and becomes bound to the interface, in this case

Dispersion curses were calculated using a normal mode the ocean floor.
formalism2 as implemented by Gomberg and Masters.2' To use these values in the coherence model, the phase
This method is based on the Thompson-Haskell matrix but velocities are converted to wavelength through
avoidsmuch ofthe numerical instabtlity that plagued earlier A(f) = c(f)/f. Wavelengths are shown for the first four
versions. modes in Fig. 12. The line labeled" water" corresponds to a

The phase velocity dispersion curves for the first four wave propagating horizontally in the water. The Ilf depen-
modes are shown in Fig. I1. For mode 0, the phase velocity dence of the water wavelength shows up as a straight line on
undergoes a drastic change at 0.5 Hz as it makes the transi- the log-log plot.
tion from the Rayleigh wave regime to the Stoneley wave Spatial coherence is calculated from the wavelength

with Eq. 3. Wavelength was shown un to 10 km in Fig. 12,
but the CIRCUS observations ofcoherence were limited to a
distance of 156 m; all subsequent figures will have an upper

Phi.~. Vt lo, .,,, limit of 156 m. Figure 13 shows the spatial coherence calcu-
Rat,"" lation from mode 0 only and an isotropic energy distribution

Rayle(g =0).
-------........----- Comparison of the model in Fig. 13 with the observa-

lot s tions in Fig. 8 shows that the cutoff of the low.frequency,
high-coherence band at 0.3 Hz is accounted for by mode 0.

0 . \ 2 "3 However, in the data, the coherence length increases again at
S,0.8 Hz. Higher modes have longer wavelengths and there-

fore longer coherence length, so the data suggest that higher-
to. mode Stoneley waves predominate between 0.8 and 4 Hz.

108 The present model can be generalized to account for this
possibility.

For any given mode at a particular frequency, the coher-
ence between two sensors will depend on the coherence

to-' too to, length of the mode. If more than one mode is present, they
Frequenc , 0) will have different coherence lengths, and will make differ-

eot contributions to the measured coherence. The squared
FIG I I Dipersion curves computed from velocity model in Fig. 10. The coherence for a signal consisting of modes 0 through N can
velocity 1.5km s ' represents the compremsional slowneis of water. Propa-

gation at lower velocity is evanescent into the water column and represents be shown through some straightforward but tedious algebra,
Stoneley waves, and under some assumptions, to be
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Coherence Model ( 0) = )
aiwde 0

for

S FIG II Theoretical coherence for mole
0 (deried from the computcd %a clengili
and an tsotropic source distribution

(beam parameter ofO)2-

to,

los

10'

Frequenc (Hiz)

S(f)N 'S,()S'U) Mode Poewer SpctraK'(.[r) = , jT K,(fr) 4- 2 10-8
,., ( ' f),, , s2(.f)

XRe[K,(fr)K,(fr) ], (4)

where K, (fr) and S, (f) are the coherence and power for the 10-9 "
ith mode, and K(fr) and S(.) are the coherence and power
for the combined signal. The critical assumptions are: ( I )
that thereisnocoherencebetween theseparatemodesat the to-'0 o 0
receiver, and (2) that the signal power is approximately [ I
equal at each receiver. The first assumption isjustified by the .' '
fact that the different modes have large diffierences in phase , . , :
velocity, and the noise source has a limited coherence time. 10 . t

The second assumption is acceptable when the distance
between the sensors is much smaller than the distance to the 210-12 11 :
source. The cross-power terms in Eq. (4) are limited by 1

2/AN and are thus relatively small. '

Mode spectra [ Fig. 14(a) 1 can be computed at thesame
time that thedispersion curvesare determined. The propor- 10-1 .

tional power ofeach mode among the first four is shown in 1.0f IOU

Fig. 14(b). The power in the higher modes becomes greater
than the power in the fundamental mode at about 0.7 Hz. . 0.8 \ . ,
The frequency at which this occurs controls the location of 0 .6 " ii ,
the low-frequency edge of the intermediate frequency, high- §0.4 I- ii
coherence band. A coherence model using an isotropic noise & 0.2 " ''?

energy distribution (pu = 0) and these weights is shown in 0.0 ''
Fig. 15. A second calculation with the same weights and a 1O-' 100
beam parameter or/ = 4 generated Figure 16. Comparison Frequency (Hz)
of these modelswith theobservations (Fig. 8) revealsagood
match to the gross behavior of the spatial coherence. The
model explains the band of high coherence between 0.8 and 5 FIG. 14 (a) Power spectra for the first four modes, computed for a source

Hz, and the low-coherence notch between 0.4 and 0.8 Hz. distance of 20 km and a depth of I m below the ocean bottom (b) The

The narrower beam model (Fig. 16) predicts to depth of the proportion of variance in each mode to the total variance
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Coherence Model ) = 0)
adei 0-3

FIG IS Coherence model iing the

mode variance partitioning of Fig. 14
and a beam parameter oro

MSc

101

10~1 100llo

requencll (Ha)

low-coherence notch more accurately. The coherence A plot of the mode Q (Fig. 17) helps to explain the
between sensors has a dependence on the angle of the separa- energy partitioning. Mode Qis computed by a inner product
tion relative to the azimuth of the main beam direction (for integral over depth of the wave energy function and the ma-
beam parameters greater than zero). The calculation in Fig. terial Q:
16 assumes that the array is aligned along the beam direc-
tion. Inclusion of the angular dependence makes the model Q ' = A E(A + 2p)Q;' + EpQ; 'dz, (5)

more ragged, increasing the similarity with the data in a I

qualitative way, but not bump for bump. were QR, is the Rayleigh mode Q, A is a normalizing factor,

Coherence Model (!s = 4)
med., 0-3dWanc - 15

10I,,

I FIG. 16. Coherence model ai in Fig
15 but with a beam parameter of 4

MSC

lot
10' oolo

iOtfo~ 10'

Pr#q"ncV (Hz)
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FIG. 19 Mode power pect rcompiled fora oiirce at (a) IO.kniditance, ll *."" and I m below the ocean floor. (h) 1(XI-kin distance and I m below the

i']j,. . :" ,'* ocan floor. (c) l0.km distance and l00 m below the ocean floor, and (d)
. " " X1'0-km distance and oom below the ocean floor rhe vertical dashed line
ii -I marks the freequency where one orthe higher nmodes becornir stronger than

the fundamental

101

10-' too lot Fig. 19. The source moment tensor can also affect the excita-
Frequency  (Rz) tion of the modes. However, there was insufficient data to

determine a realistic source moment tensor, so a diagonal

FIG. 17 Rayleigh mode Qcomputed for a source distance or 20 km. tensor has been used in these calculations.
A physical interpretation can be associated with the 15-

and E, and E, are energy functions for compressional and
shear waves, respectively, and Q. and Q, are material Cross-over frequency vs. distce
compressional and shear Q. This quantity is a spatial Q and .
therefore depends implicitly on the phase and group velocity
ofthe mode (cf. Ak and Richards'a). Very low values of Q
occur at frequencies where the ratio of group Velocity to 3.0 "
phase velocity is lowest, because at those frequencies, the ,
energy takes a long time to propagate to the receiver. The
highest values of Qoccur when the phase velocity is near 1.5 2.S .. Depth 1

km s "; most of the mode energy is in the water column, ,.
which has a comparatively very high Q. The effective Q of
the mode can thus be higher or lower than the material Q in , .0 .

any of the layers of the ocean floor.
The shape of the power spectra depends in a complicat- ,

ed way on the depth of the source and the source-receiver .
distance. The example in Fig. 14 was computed for a source
depth of I m below the ocean floor and a distance of 15 km. 1.0
The depth and distance are free parameters and they were
chosen to make the closest fit between observation and mod- ....... .....
el. The eigenfunction for the fundamental mode has its high- 0 Depth = 100 m. ::..
est amplitude near the ocean floor. Mode 0 is thus excited ...... .;..

strongly by a source near the ocean bottom interface, but ,, 1 , I ,,,,,, I ........
since the Q of the uppermost sediments is low, it is more 100 1o 10*
strongly attenuated with distance than are the higher modes. Distance (kin)
For a deeper source, the fundamental mode is not excited as
strongly, so the power spectrum has less dependence on theThinglys isepower sumarized asbyefour el n t FIG. 19 Summary of the frequency at which the higher mode become
distance. dominant plotted as a function ofource distance for sourcedepth at I and
The frequency at which the higher modes exceed the funda- 1oom. The hachure indicates the range of parameter values consistent with

mental mode is plotted as a function of distance and depth in the data.
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km distance value derived from the coherence model. Figure in the ocean bottom boundary can scatter incident waves
20 shows a fine scale bathymetric map of the immediate vi- into the surficial layer. Levander and Hill" showed by nu-
cinity of the experiment, with a 20-km scale showing the merical modeling how high-wave-number signals generated
approximate source distance. Significant topographic fea- at depth (or analogously at the water surface) can be cou-
tures are located roughly at this distance, in patticular the pled into low-wave-number signals in the low velocity layer
Patton escarpment to the east, and a seamount to the north- by scattering at the boundary. Dougherty and Stephen'
west. The improved fit ofthe model coherence fori = 4 over demonstrated how volume heterogeneity could convert inci-

1 =0 is evidence that the incident noise field strength is dentbody wave-intosurficewaves Whilewecannot makea
asymmetric. This is reasonahle in light of the fact that most definitive distinction between these two possibilities, the re-
of the departures from a flat ocean bottom occur on the flection profiling data available to us most closely resemble
northeast side of the array It is likely that inhomogencittes the assumptions made by Levander and Ilill.2'

00' N

" 4

.- -.- 32'

, ) )
0'0

41s9
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o'o30N N

44

I 34

'N

121'2O 120*
00W 30W 00' W

FIG 20. naihymeiry of ihe array vicinity The ctnwst boundaries of the sedimentary basin are 15. to20 km distance away.
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IV. DISCUSSION desired signal. Body waves are often of interest, especially at
Measurement with a I 50-mn aperture array has placed frequencies above 0. 1 1-17, and their amplitude does not de-

significant constraints on the coherence of ambient noise pend directly on the distance from the seafloor. This study
between 0.06 and 10 Hz. The variation of coherence length suggests that noise near the ocean floor consists predomi-
with frequency has suggested a physical model for the am. nantly of interface waves. The depth dependence of interface

biet niseon he cea flor.Theobsrve pater ofco- waves can be determined from the mode structure. At this
bien nisel onded cean flthel obrved peamtter oc- site, the Rayleigh mode is the primary contributor to noise

herece s wll odeed y areltivly roa bem dstrbu- below 0.8 117. Above that, uip to about 5 Ili. higher Rayleigh
tion of low-order Rayleigh/Stoneley waves. The velocity moehaeig r pludsT ihrmd,;ecyes
cicrl ene s ric tire co rol ( i glie reastic %k i'ie powei ofi lie rapidly wvith di(epth lI lou I lie fo iidanii tal mode so it is ft por-chereict s tr ycntrligI i a %cpwro i tant to coinsider their effecis wvhen (deierining the dleptht ofdifretmodesa filiciioii of frqiiioicv ait disiaiice front tlie sensqor,

lie souirce. I lie cohicreuice field at lie CIRCUS %ie is thIius
profoundly affected hy the low-velocity sediments that cover ACKNOWLEDGMENTS
the basin. Ini the f,-amework of this model, the haiid of high
coherence length between 0.8 and 4 Ili stiggests that seismic We are grateful to L. D. flibee, P.T C. Ilammner, J A
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Simultaneous Operation of the Sea Beam
Multibeam Echo-Sounder and the

SeaMARC II Bathymetric
Sidescan Sonar System

CHRISTIAN de MOUSTIER, MEMBER. IEEE, PETER F. LONSDALE, AND ALEXANDER N. SHOR

Abstract-A recent experiment aboard the Scripps Institution of tages: High-resolution bathymetry, continuous operation. and
Oceanoltraphy's (SIO) t.V. Thomas Washlnlgton demonslrated le "turn-key" convenience for hull-mounted multibeam systems
,efloor mapping advantages to he derived from comnllng lbe high- versus wide coverage, acoustic imaging, and portability for
resolution bathymetry of a multlibem echo-iounder with the idCecab t
acousli Imaging plus wide swath bathymetry of a shallow-lowed baky, towed sidehyan systems. However. given that both the high-
metric sidesace sonar. To avoid acoustic Interferences between the ship's resolution bathymetry of the multibeam systems and the tex-
12.kHz Sea Beam mullibeam echo-sounder and the Hawaii Inslitute of turaltjnformation derived from seafloor acoustic images pro-
Geophysics' It-12-kllz SeMARC It bathymetric sldews sonar qys- duced by the sidescan systems are very useful for solving
tern daring smullsaneou operallona, Sea Beam Iransmlt cycles were geomorphologic and tectonic research problems, it would be
scheduled arouad SesMARC II iming events with a sound source sya-
chronl--tion unit originally developed at Scripps for concurrent single- advantageous to operate these systems simultaneously (Fig.
channel sebmic, Sea Beam. and 3.S-kilz profile operations. The shedul. I). But because the Sea Beam and SeaMARC I systems op-
tell algorithm Implemented for Sea Ileam plus SteMARC 11 operations erate at almost the same acoustic frequencies (12.158 kHz for
Is discussed and lbe firt results of their combined seafloor mapping Sea Beam, I I kHz (port) and 12 kHz (stbd) for SeaMARC
capabilities am presented. 11). they cannot be used concurrently without interfering with

each other unless the transmit sequences of both systems are
I. INROtucfnON controlled. The simplest control algorithm which would allow

[N THE LAST decade seafloor swath mapping systems us- the simultaneous operation of the two systems with minimum

multi-narrow beam or bathymetric sidescan sonar tech- mutual acoustic interference merely permits each system to
nlogis 1i) have gained widespread use both in the research transmit on alternate pings at the end of the receive window ofnologiestudy] hae gemwidespread in he rch the other one. Although simple, this method is very inefficient.field to study seafloor geomorphology and in commercial ap- A more elaborate algorithm has been developed and was

plications such as reconnaissance seafloor surveys for subma- im reelaborateMalgori n e oe andas

rine cable routes. Multi-narrow beam echo-sounders typically implemented in May 1989, during Leg 18 of the Roundabout
use hull-mounted sonars and an echo processor to give high- expedition of the Scripps Institution of Oceanography's (SIO)
resolhuti-onte soer a swahrangopromor to iver igR.V. Thomas Washington. This algorithm takes into accountresolution batbymetry over a swath ranging from 75 to over the timing requirements of both systems and schedules the200% of the water depth. By comparison, bathymetric side- Sea Beam transmit sequences for optimum data density in a

scan systems use a towed sonar and shipboard echo process- dual operation. Timing events were controlled by a sound-

ing to produce both a high-resolution acoustic image of the so e ration ni eve loed by 's

seafloor and bathymetry over a swath often greater than three source synchronization unit originally developed by SIO's

times the altitude of the tow body above the seafloor. Shipboard Computer Group to shedule the ring rates of a

Frsingle-channel seismic system, the Sea Beam system, and

used by the oceanographic research community in the United 3.5-kHz subbottom profiler [6). In the following we describe

States: The Sea Beam multibeam bathymetric survey sys- the timing requirements of the Sea Beam and SeaMARC II

tem [21, [3], which uses hull-mounted transducer arrays, and systems and the algorithm developed to synchronize them for

the SeaMARC II bathymetric sidescan sonar system [4], [5 simultaneous operation. We then present the first results of

which uses a sonar package towed 400 to 500 m behind this joint operation.

the ship and about 100-m below the sea surface. Advocates I. SEA BEAM TIMING
of each technology tend to focus on each system's advan- The Sea Beam system derives its depths measurements from

a set of 16 preformed acoustic beams spaced roughly 2-2/3"
Manuscript received October 2.1989; revised January 8. 1990. Institutional apart, with beam widths of about 2-2/3* at the half-power

funds from the Scripps Institution of Oceanography and the Hawaii Institute points. Together, these beams delimit an angular sector of
of Geophysics made it possible to carry out this experiment as an ancillary
project to a Sea Beam survey funded by the Office of Naval Research. about ± 220 on either side of the ship's vertical axis. These

C. de Moustier and P. F. Lonsdle are with the Marine Physical Labors- beam directions are fixed within the ship's reference frame.
tory. Scripps Institution of Oceanography. La Jolla CA 92093. Roll and refraction corrections are performed by the Sea Beam

A. N Shor is with the Hawai Institute of Geophysics. University of Hawaii eo pro orretdps and horiot dstae ae
at Manoa. 2525 Correa Road, Honolulu, HI. 96822. echo processor before the depths and horizontal distances are

IEEE Log Number 9034670. computed for each transmission cycle.

0364-9059/90/0400-0084S01.00 0 1990 IEEE
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side W (horizontal range): arrives at the ,ow vehicle at the same time as a bottom echo
at incidence at.z' . 9m such that:

Rss = bd/COS (a tan (2W/Cthd)) (2)

where c is the nominal sound speed in seawater expressed in 0 o = areas Fd (4)
meters per second, and R,, represents the minimum repetition /
rate for a given depth below the tow vehicle. where F, is the altitude of the tow vehicle above the bot

In contrat to the sidescan subsystem, the bathymctry sub- where Fd is the att of the tow vehicle ahoe the hot-
system acquires data to a limiting angle rather than a horizon- tome a F n i s the (lpboRh to vow th sface. Because in most cases thc SeaMARC II tow depth is
tal range as in (2). Bathymetry is derived from measurements small (typically about 100 w) compared to the total water
of the phase difference of echoes received at two transducer depth, 9 , is usually a few tenths of a degree greater than
rows separated by about half a wavelength in a plane parallel 60' . In addition, the time-picking algorithm used during real-
to the face of the corresponeing acoustic array. These phase time processing does not give reliable results beyond the frst
angles are sampled at 4 kilz and binned into a two-dimensional bottom multiple. Therefore, to avoid acquisition of differential
histogram of phase angles versus time after bottom detection. phase data from bottom multiples and mIltiple target reflec-
These data are subjected to modal picking (selecting the time tions that would potentially contaminate true bottom returns.
bin with the largest number of samples in each angle row) the bathymetry reception window is forced to close at (or be-
and filtering to extract a table of arrival times as a function of fore as in (7), below) twice the bottom detection time, which
the phase angle for each transmit cycle. A simple theoretical corresponds to the arrival at 60' incidence. With this limiting
relationship ties differential phase angles 0 to acoustic arrival angle and the roughly half-wavelength spacing between the
angles 0., formed by the direction )f the incoming sound en- transducer rows, the measured phase angles do not overlap
ergy and the normal to the face of the array: (wrap around 21) within the reception window except over

arc\i N extremely steep topography where duplicate phase angles can
0, = arcsin I (3) be received. Thus for the bathymetry subsystem the minimumrepetition rate R,,,h is:

where X is the acoustic wavelength, and D is the distance
between the acoustic centers of the two rows. However, as R,,b = 2 tbd- (5)
described by Blackinton 151, because (3) assumes ideal array The 60' bathymetry swath width an-i .'e one-sided sidescan
beam patterns and does not take into accorait sound refraction swath width coincide for F, such (hat:
effects through the water column, it is not sufficient to obtain
accurate bathymetry with the SeaMARC 1I system. Instead. F0 = W1vJ. (6)
phase angles are converted directly to depths and horizontal
distances through a table lookup process. The lookup table For a one-sided swath width W of 5120 m. this corresponds
is determined empirically by running the sonar system over a to a tow vehicle altitude F. of 2956 m or a bottom detection
"known" portion of the seafloor in the vicinity of the survey time of 3.94 s. Therefore, the sidescan mode determines ,sea-
area. MARC 1[ timing for bottom detect times below 3.94 s. and

In the bathymetry subsystem, the reception window over the bathymetry mode controls the timing above 3.94 s.
which useful phase angle measurements are obtainable is lim- For bottom detection times greater than 4 s. a further timing
ited by (i) the near-nadir insonification effects, (ii) interfer- limitation is imposed by the SeaMARC It hardware in the
ences from bottom multiples, and (iii) decreasing signal.to- bathymetric subsystem. Binary counters determine the time
noise ratio for signals arriving at the two rows from far ranges, window over which phase data are sampled by using a linear
yielding large. variances in the phase-angle measurements and function of the bottom detection time. Starting at 4 s, the
estimates of depth that are unreliable, window closes at

Differential phase measurements are unreliable for echoes
received near nadir because the outgoing acoustic pulse in- Rsmb = 0.

7 5 tbd + 5. (7)
sonifies instantaneously a large area of the seafloor, resulting
in a low spatial coherence between the bottom echoes received With the existing SeaMARC I sidescan swath limit of 10.24
at each transducer row. In the SeaMARC It bathymetric sub- km, even this narrowing imposed on the bathymetric swath
system this results in a blind zone spanning roughly ± 100 will yield swath widths greater than 10 km for vehicle alti-
on either side of the vertical incidence. By analogy, a multi- tudes where bottom detection times exceed 4 s. In such cases,
beam echo-sounder is beam-limited in the near-nadir region bathymetry acquisition continues beyond the sidescan acquisi-
as the pulse insonifies an area larger than the beam footprint. tion.
Movine away from the nadir, the pulse begins to "propagate Subsequent to the joint operation on the Thomas Wash-
horizontally" and the bickscatter process is pulse limited, al- ington, an option was added to the SeaMARC tI bathymetry
lowing discrete phase measurements. subsystem to allow acquisition of 4 s of data after bottom

The first bottom multiple is the acoustic energy that traveled detection, resulting in an alternative to (7):
from the tow vehicle to the bottom, to the sea surface, back
to the bottom, and then back to the tow vehicle. This signal R t.b = tbd +4. - (8)
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TA13LF I
SFAMARC I SIDFSCAN OntON1

i011. Pixel Size (in) 0.3 I 2.3 5 5

Saii1, Wh171 f7ml i702 i 2.n4 M 2n .1 U? .40 10340
Allitude sptlng Inw low Inw low llllI

Tranimli Rep Rtle (4) I 2 4 8 A 16

Min VehIClP Altltude (m) 2S so :00 250 1.022

- MAx Vehicle Aliliude (m) 2S0 S00 1.250 2.500 10.220

e.y4', sector plus the ship's roll angle. For the Sea Beam system.

S 0 22' + roll. For practical purposes the bottom slope or
can be given an tipper limit of 20", which is representative of
average apparent slope angles measurable in steep topography
with the Sea Beam system.

Aboard the R. V. Thomas Washington the Sea Beam sys-
tem is keyed by the edge trigger of a linescan recorder whose
sweep rate is a multiple of I s. As a result, effective Sea Beam
ping rates are set to the nearest integral second after the Sea
Beam echo processor has enabled the system's transmit func-
lion.

For the generation of multibeam echo-sounders developed
in the 1980's (e.g.. ECHOS XD, EM-12/24, Hydrosweep,
Sea Beam 2000) with an angular coverage of ± 450 or more.
the ship's roll correction takes place during the beamforming

Soperation. For these systems, 0 in (I) is only the half-width of
nou.[ the reception angular sector with respect to the true vertical.

Ill. SFAMARC If TIMING

To operate as a sidescan sonar and a bathymetric mapping
system, SeaMARC If uses two subsystems that acquire data
independently. Both subsystems begin data acquisition upon
receipt of the first seafloor return, defined as the first echo
whose amplitude exceeds a preset threshold in the bottom
detection circuitry common to both subsystems. Depending
on water depth and swath width, different timing schedules

Fare used. The digitized sidescan swath contains 1024 samples
per side, and the swath width is determined by the pixel size
selected by the operator according to the vehicle's altitude
above the seafloor. In addition, because the system cannot

_VERTICAL -resolve pixels in the near-nadir region, it blanks out the first
AXIS L 40 pixels on each side of the track. Pixel size and vehicle

Fig. 2 AlhwarLships geometry. iz is the bottom %lope. a 11 the I/2 width altitude options, the corresponding swath widths, and transmit
of the overall receiving angular sector; F is the point corresponding ro the
first echo arrival; and L is that of the la.st echo arrival, repetition rates are listed in Table 1.

In water depths in excess of 1000 m the system is usually

With this acoustic geometry, thz minimum time interval be- operated at a total swath width of 10 240 m with either the

tween transmissions Rib is a function of the time of First echo low-altitude option. whose transmit repetition rate is fixed at

arrival after transmit tf, and of the width of the echo recep- 8 s, or the high-altitude option, whose transmit repetition rate

tion window delimited by an angular sector 8 + cl encompass- is selectable in increments of I s. starting at 8 s.

ing the first and last echo arrivals (Fig. 2): Different timing schedules apply to the sidescan or
bathymetry functions depending upop the vehicle's alti-

Rsb = t-/cos(ct +0) (I) tude above the seafloor and the pixel size-hence swath
width-selected. For sidescan operation alone the minimum

where ci is the absolute value of the bottom slope in the cross- repetition rate is a function of the time of the first echo ar-
track direction, and 0 is half the width of the reception angular rival or bottom detection time tbd and the swath width to one
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.r / Initialization
'. /W = 5120 m SeaMARC II one-sided swath

1. - width.
C = 1500 m/s nominal sound speed,
ct + 0 = 45* Sea Beam "angle of incidence:'

o- " " Fd = 100 m nominal SeaMARC If tow depth,
' d = 450 in nominal SeaMARC II tow distance,

R Sea Beam ping rate (s).
26 A / . Ak. SIA KAM S ship's spced (mls),

s,,,,, .,,,w,,v A = I/cos (a +0) constant in (I), (9a)

-1 ./ sM,, A B = 2W/c constant in (2). (9h)
2 // I BAIUWVI,, ,W For each ping

S(A/ Ay.SA ,SC)#o0A, index = integr(d/(SR)). (9c)

0 2 4 6 0 12 14 is Index is the approximate number of pings required to ac-
2 WAY TPAVEL TIME (swe)

(Fm S* sudac&nowroad.,ce) count for the horizontal separation between the ship and the
Fig. 3 Ping raieq for Sea Beam and SeaMARC II operating individually or tow vehicle (Fig. 1). The time of first arrival t, is estimated

jointly (equalion, (1). (2). and (7) in (ext), from the shallowest depth measured by the Sea Beam system
during the previous transmission cycle. A different time must
be used foi the SeaMARC 11 bottom detection time as the

Selection of either option depends upon whether the maximum vehicle is usually towed 400 to 450 m behind the ship. With a
SeaMARC II bathymetric swath width (8) or an increased ship's speed of 8 kn (4 m/s) and a 12-s transmission cycle, the
transmit cycle frequency (7) is desired. SeaMARC II bottom detection time t hd therefore corresponds

For bottom detection times less than 4 s, (5) determines to the shallowest depth measured by the Sea Beam system 10
the timing of the bathymetry subsystem. However, for the pings prior, minus the depth of the tow vehicle below the
overall SeaMARC 11 timing, when the bottom detection time surface. The SeaMARC 11 bottom detection time is then:
is less than 3.94 s, the sidescan timing (2) dominates. Thus
(5) applies only to the interval 3.94 s to 4 s and is ignored tbd, = t,_,,,ee - 2Fd/C,. (9d)
in the combined ScaMARC Il-Sea Beam operation described
below. Hence the repetition rates for Sea Beam:

IV. ALGORITHM FOR COMBINF.D SFAMARC Il-SFA BEAM TS9, = At, + At - tbd,(l - I/cos (atan(B/bd,))),

OPFRATION 0 < tbd, <4 (9e)

Equations (1), (2). and (7) form the bases of the scheduling TsI, = At, + At + 5 - td,/4, 
thd, >_ 4. (9f)

algorithm which allows !he joint operation of the Sea Beam With (8), (9f) would be:
and SeaMARC Ii systems. These functions are represented
graphically in Fig. 3, where the ordinate corresponds to the Tsi = At, + At + 4, thd, > 4. (9g)
minimum repetition rates required for each operation, whether
individually or jointly scheduled. Because of its relatively nar- This algorithm is illustrated in the timing diagram shown in
row swath, the Sea Beam system would normally operate at Fig. 5, and the results of the corresponding scheduling appear
ping repetition rates more than twice those of the SeaMARC on a sample of a SeaMARC II real-time raw sidescan record
II system for bottom detection times of.4 s or less. In such sit- shown in Fig. 6. To accommodate the longer reception time
uations, interferences of the type illustrated in Fig. 4, where required by the SeaMARC If system, Sea Beam is forced to
each system runs independently, would be difficult to avoid transmit before SeaMARC I transmits so that it has corn-
unless the ping rate of the Sea Beam system were slowed pleted receiving by the time the SeaMARC 11 receive window
down by running its graphic recorder on a sweep rate of 6 s opens (the time of previous bottom detect - 0.067 s). The
or longer. time interval between transmit pulses (Ti in Fig. 5) from both

Because the SeaMARC I system requires longer repetition systems corresponds to the Sea Beam reception time window
rates, it is more practical to schedule the Sea Beam system plus an adjustment factor At which allows the scheduling al-
based on the SeaMARC II ping rate rather than vice versa. gorithm to track the bottom upslope or downslope along the
This is also true for operational reasons because SeaMARC II, ship's track. During this experiment At was set conservatively
as presently configured, cannot accept an external trigger, so to I s.
it was operated with a fixed transmission repetition rate. With The foregoing algorithm is coded as a FORTRAN 77 pro-
SeaMARC I1 set for a 10 240-m total swath width, SeaMARC gram which runs on the shipboard VAX I 1/730 computer used
It sidescan timing (2) is used to determine the joint ping rate for the real-time acquisition and processing of underway geo-
for bottom detection times below 4 s; above 4 s, SeaMARC physical data and navigation on the Thomas Washington [7].
It bathymetry timing (7) (alternatively, (8)) is used, yielding Whereas inputs such as depths measured by the Sea Beam
the following algorithm, where system and the ship's speed are obtained directly from data
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Fig 4 SeaMARC II qidescan record shoing Sea Beam interference% occurring when holh systems are run simultaneously without
iynchrin ation Interferencei (within dashed areas are %triingelt near th: center of the qwath and on the %tathiiard side where
the receivers are Itined Ito 12 kilt

Tsm - - TSM -

SeaMARC 11 tbd :R l bI m

Sea Beam H
.-- Tsai - Tsa,. ,-- -

Fig 5. Tining diagram for a joint Sea Beam-SeaMARC I operation Tm is the SeaMARC IU ping rate. held fixed in this
application. Tits i the ping rate of the Sea Beam system as determined by the scheduling algortthm and updated at every ping.
1, is the time of the frat echo arrival received by Sea Beam, and 4,, is the bottom detect tinme for SeaMARC If. estimated from
the corresponding Sea Beam lime a number of pings before Stripped blocks represent the receiving windows of each system.
For SeaMARC I. the window length is the largest of the bathymetry of sidescan receive window,

files on the VAX, timing information is obtained through a trigger pulse was used as the reference. The Sync Box syn-
sound source synchronization unit (Sync Box) interfaced with chronized its internal clock to this pulse and passed the infor-
the VAX [6). To tie the sound sources to a common time mation to the VAX, where scheduling parameters were deter-
base, the Sync Box synchronizes its internal clock with the mined according to (9) and sent back to the Sync Box.
trigger pulse of the device given highest priority, and this clock
serves as a reference for scheduling the other sound sources. V. FIRST RSULTS
Timing events for each source are transmitted by the Sync The algorithm described above was implemented success-
Box to the VAX, where a FORTRAN program determines the fully for several SeaMARC II lowerings along a transect be-
optimum firing schedule for the next cycle and transmits the tween Honolulu, Hawaii, and San Diego. California (Fig. 7)
corresponding parameters back to the Sync Box. Examples of the data gatheted at depths of 5000 m in the vicin-

A similar scheme was used to schedule transmissions of ity of the Murray Fracture Zone and at depths as shallow as
the SeaMARC II and Sea Beam systems. Because it was not 500 m on the continental slope off Point Arguello. California.
practical to control remotely the SeaMARC 11 timing with are shown in Figs. 8 and 9, which are used here t illustrate
the hardware configuration available during the experiment, the benefits and disadvantages of the dual operation.
the SeaMARC II transmission rate was held constant and its At the 5000-m depth the SeaMARC II transmitted at a fixed
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TOW DIRECTION

.'. Sea Beam receive
SM 11 bottom detect

Fig 6, Rcal.limCeSeaMARC I raw %ideacan diiplay for (he %lar'oard side 112 kH?) showing (he liming even(% due In the %cheduling

algorithm. The width of (he display is 13 %, as et hy the %weep rate of the recorder The Sea Bean reception window seen in

ihi% figure rails well nut;ide the SeaMARC I reception window, which hegtnq at 1, = 0.067 %. and doei not inerfere with the

SeaMARC I bottom detect function

1601 W 150W 140W 130 W 120 W

tFt
.... . .... FIG 8 30
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N

- Survey Area
llonolulu

-* , I I I I I --- 1 20 N

Fig 7 R V Thomas Wvashington's track chart for Leg 18 if the Roundabout expedition. %howing the ocalion% of Figs. 8 and
9 in geographic coordinates. Stippled areas indicate %urveys carried out with the dual operaton.

transmit repetition rate of 13 s, and the Sea Beam was sched- cross-track resolution of the echo-sounder is still maintained.
uled accordingly. As illhIlralcd in Fig. 3, at 5(XX) Ini (6.6 s) Therefore. compared to lihcir rc,4pcctive slandard opcrations.
Sea Beam usually transmits every 8 s, so that the depth sam- the dual Sea Beam-SeaMARC Ii operation entails lower sur-
pies are spaced about 46-m-apart along-track for the ship's vey speeds and lower data densities for the Sea Beam system
speeds of 11-12 kn (5.5-6 m/s). However, while towing Sea- and, in some cases, a slight decrease (usually less than 8%)
MARC II, the ship's speed had to be reduced to 9 kn or less: in the data density for SeaMARC If. none of which degrades
thus in spite of the 13-s repetition rate. the along-track spacing the coverage past the 100% mark. However, this reduction
of Sea Beam depth samples only increased by roughly 27%, in data density during dual operation is compensated by sev-
with sampling ratios along-track versus across-track of 4 to I. eral benefits discussed below.

Because the lowest repetition rate available for the 10 240-m A SeaMARC II survey is enhanced by simultaneously oper-
SeaMARC 11 swath is 8 s. in waters shallower than 2000 m the ating Sea Beam from the towing vessel in at least three ways:
resulting along-track depth sampling of the Sea Beam system I) Multibeam bathymetry data fill the data gap directly be-
can be reduced by more than half, compared to its stand-alone neath the SeaMARC II vehicle, a central swath from which
operation. However. the limit at which the spacing of depth no useful sidescan or bathymetry data are collected but where
samples in the along-track direction becomes lower than that multibeam performance is optimal. As shown in Fig. 8, this
of cross-track samples is not reached, and full coverage at the gap may be as wide as 750 m at full ocean depths; SeaMARC
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II bathymetry data have a central blank zone extending about Fig. 8(a), dcep-watcr tracks 8-10-kin apart have an overlap
10' on either side of the nadir line (i.e.. I 8-kin wide at a of ScaMARC It data (allowing mutual adjustnent of their
5-kn water depth). The benefit extends beyond merely infill- navigation), but not of Sea Beam data.
ing gaps in the SeaMARC 1I mapping: It provides an accu- 2) The sidescan data enhance the geologic interpretation of
rate bathymetric profile for use in interpreting other ancillary the bathyrnetry by providing an acoustic characteri7ation of
observations (e.g.. seismic reflection, gravity, and magnetic the seafloor from which geologic composition (rock. sand, or
measurenlients) that may also he made along the ship's track, mud) can be inferred. For example, the high backscatter of
Indeed, the along-track depth profile beneath the ship nica- the circular targets in Fig. 8 allows themn to he interpreted as
sured by the Sea Ream system provide, a valuable quality snall rocky volcanoes rising above a sedimented plain, while
.1.tiir:uttlC tor the Ittioni ilcte(tHon tIIles reitldd ty the Sea- tilc low batkkter ol the ,.hanneil :ixe, in) Fig 1) suggest
MARC II ,,%%tcm and call he used to convert slant ranges into sandy fills. Some chlaracterl7atlton of acoutic backscatter can
hori7ontal ranges assuming a flat botton, although a conven- he achieved with multliheat ystems by recording the atmph-
tional echo-sounder is also adequate for this purpose. tudes and phases of the echoes received by each beam (e g.

2) At all water depths, the inultibcam echo-sounder mca- 1101, ( I 1). but with a 16-beam system the results are much in-
sures water depth more precisely and accurately than can ferior to SeaMARC It sidescan in both resolution (the acoustic
be achiceed by the phase difference measurement of Sea- pulse length used in Sea Beam is seven tines longer than that
MARC II The signal used for the latter measurement is ex- in SeaMARC II at the 10 24-kin swath) and swath width
tremely noisy w, hen returned by sediment-covered (usually low 3) The SeaMARC It sidescan system can resolve targets
tbackscatter) seafloors deeper than 4(XX) m, to the extent that with or without bathymetric expression that have much smaller
the bathymetric data are not amciable to machine contouring. horizontal dimensions than the relief features resolved by Sea
and is be,,t presented as layer-colored displays (e g., Fig. 8). Ream. The cross-track resolution of SeaMARC It, when op-
Over a more reflective, shallower seafloor it proved possi- crated with a 10.24-km swath, is 5 ni (pixel size), compared to
ble to process and machine-contour ScaMARC I bathymetry a cross-track reso:ution, over a 5-kin-deep seafloor, of about
using SiO's Sea Beam processing software 181. and good 240 in for Sea Bean Small-scale features may be of great sig-
matches with overlapping Sea Beam contours were achieved nificance for many geologic problems: for example, mapping
with a 50-m vertical interval. (Before making these matches, narrow lines of rock outcrops may be crucial for establishing
corrections must be made for the vertical and horizontal sepa- the structural lineation of a mainly sedimented seafloor. al-
ration of the ship and the SeaMARC I tow vehicle.) Sea Beam though if the sediment cover is complete. we have found that
contours, by comparison, are generally valid at a 10-20-m in- the higher resolution nultibeam bathytnetry may delineate un-
terval. Although the concurrent acquisition of bathynetric data derlying structural trends more accurately than any sidescan
front both systems allows more quantitative comparisons to be system can.
made, such analyses are beyond the topic of this paper and There are three disadvantages of a dual Sea Beam-
will be presented in a forthcoming paper. SeaMARC II operation: The one mot obvious to our spon-

3) Matching high-resolution bathymetry at track crossings sors is the high cost of operating both systents simultaneously.
allows for the rectification of a survey's navigation (e.g.. This cost could be reduced by the cross training of the two
[81. [91). This technique, an essential element of Sea Beam sets at technicians and engineers to make them more versatile.
surveying except where very precise positioning systems are As already noted, we also incurred some degradation of Sea
available, facilitates the production of accurate SeaMARC II Beam performance and survey speed. A less obvious problem
mosaics is that, in general, the goal of acquiring a sidescan mosaic

Conversely, Sea Beam surveys benefit from simultaneously severely constrains the survey pattern to mainly parallel tracks
collecting SeaMARC II data because: that are at low oblique angles to the grain of the relief. Other

I) The broader swath of the sidescan system allows a wider patterns may be effective for particular geologic targets (e.g.,
spaicing of survey tracks to achieve complete coverage or the we surveyed a large guyot with a nested pentagon variant of
percentage of coverage judged necessary to solve the partic- concentric circular tracks), but a pattern optimi7ed for side-
ular problem being addressed by the survey, hence making scan coverage frequeotly results in a suboptioal magnetic or
more efficient use of ship-time. As now configured, the Sea- seismic reflection survey. Multibeam surveys are much less
MARC It system yields a sidescan swath 10.24-km wide and sensitive to track orientation, although the best data are ob-
a bathymetric swath (where signal strength is adequate) equal tained with tracks at high angles to the relief. Furthermore.
to roughly 3.4 times the water depth. The swath width of once a sidescan survey is underway, there is a limited flexibil-
the Sea Beam sysicn on the Thomas Wi'ashinton is equal ity to adaptively change the pattern in response to bnthymetric
to only 0.7 times water depth (although second-generation discoveries: this makes SeaMARC II a much better tool for
multibeanis with swaths twice the water depth or more are describing the morphology of features whose extent and orien-
now in scientific use). The disparity in width of coverage is tation is known, rather than for exploring regions of unknown
most marked at shallow ;-;, e.g.. at the continental slope relief (a common objective with multibeam echo-sounders).
site shown in Fig. 9. where the Sea Bean swath is only a
few hundred meters wide. In this situation. the matching of V1. CONCi.LUSIONS
targets on SeaMARC I sidescan images may he the most We have demonstrated the feasibility of running concur-
effective method of rectifying navigation. Note also that in rent Sea Beani and SeaMARC It surveys from a single ship
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AIRGUN
INTERFERENCE (a)

(h)

Fig. 9 54).-m-depth survey example (a) SeIMARC It tidescan, and (h) SeaMARC I plus Sea Ream hathymetry off Point
Arguello. CA (Fig 7). Arrows indicate the flow channels clearly seen in the sidescan image. The contour interval is 50 m. the
heavy lines are Sea Ream data. and the dotted lines are SeaMARC I hathymetry. No attempt was made to avoid the airgun
interference een in the sdescan record. as it occurred only in shallow water

and of avoiding mutttal actuttlic inlerferemes between the two %yslctm yictd, more information for gcoiorphology than ci-
systems using a sound source synchromiatton scheme. Joint ther data set taken individually. It also helps resolve navigation
operation of these systems without synchronization reulted uncertainties tn each data set and permits wide track spacings
in marked interferences in the SeaMARC II sidescan image. (up to 10 km in our case) while retaining 100% quantita-
During most of the survey a single-channel seismic system live coverage of the seafloor. Second generation SeaMARC
was deployed along with the SeaMARC 11 system. and al- 11 systems currently under development promise an increase
though no attempt was made to avoid interferences from air- in the swath width to 30 km. If these systems were operated in
gun sources, the sidescan records were only affected in shal- conjunction with second generation mulibeam echo-sounders
low water (-500 m). according to the scheme described here, seafloor gravity sur-

Towing the SeaMARC II vehicle requires a 2-3-kn reduc- veys for which track spacings often exceed 30 km could be
lion in the ship's speed from the usual 11-12 kn attained dur- supplemented with almost complete bathymetric coverage.
ing standard Sea Beam bathymetric surveys on the Thomas
Washington. However, the slower ship's speed compensates

somewhat for the decreased transmission cycle (hence the The authors wish to thank J. S. Charters for implementing
data density along-track) imposed on the Sea Beam system the Sea Beam-SeaMARC 1i algorithm in the Sync Box, J.
during joint operations. Second generation commercial multi- Griffith for the art work, and M. Rognstad and two anonymous
beam echo-sounders, with swath widths of twice the water reviewers for constructive comments. They are indebted to the
depth or more, will not be affected as much by this decrease captain, crew, and scientific party of the Thomas Washington
in the data density along-track because their timing will be during Leg 18 of the Roundabout expedition.
closer to that of the SeaMARC 11 system. Also, where a 5-
m pixel resolution in the sidescan image is adequate for the REFERENCES
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A Seafloor and Sea Surface Gravity Survey of Axial Volcano

JOHN A. HILDEBRAND, J. MARK STEVENSON, PHILIP T. C. HAMMER,
MARK A. ZUMBERGE, AND ROBERT L. PARKER

Scripps Institution of Oceanography, University of California, San Diego, La Jolla

CHRISTOPHER G. Fox AND PHILIP J. MEIS

Marine Resources Research Division, Pacific Marine Environmental Laboratory, NOAA
Ilatfield Marine Science Center, Newport, Oregon

Seafloor and sea surface gravity measurements are used to model the internal density structure of
Axial Volcano. Seafloor measurements made at 53 sites within and adjacent to the Axial Volcano
summit caldera provide constraints on the fine-scale density structure. Shipboard gravity measure-
merits made along 540 km of track line above Axial Volcano and adjacent portions of the Juan de
Fuca ridge provide constraints on the density over a broader region and on the isostatic compensa-
tion. The seafloor gravity anomalies give an average density of 2.7 g cm- 3 for the uppermost por-
tion of Axial Volcano. 'The sea surface gravity anomalies yield a local compensation pprametat of
23%, significantly less than expected for a volcanic edifice built on zero age lithosphere. Three-
dimensional ideal body models of the seafloor gravity measurements suggest that low-density
material, with a density contrast of at least 0.15 g cm -3, may be located underneath the summit cal-
dera. The data are consistent with low-density material at shallow depths near the southern portion
of the caldera, dipping downward to the north. The correlation of shallow low-density material and
surface expressions of recent volcanic activity (fresh lavas and high-temperature hydrothermal
venting) suggests a zone of highly porous crust. Seminorm minimization modeling of the surface
gravity measurements also suggest a low-density region under the central portion of Axial Volcano.
The presence of low-density material beneath Axial caldera suggests a partially molten magma
chamber at depth.

Copyright 1990 by the American Geophysical Union.

Paper number 90JB00781 .
0148-0227/9090JB-0078S$ 5.00
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Very Low Frequency Coherency Studies

Spahr C. Webb

Introduction.

This was a very small proposal to construct one instrument and to use this instrument
in conjunction with an existing instrument to study the coherence of pressure fluctuations
measured at the deep seafloor as a function of frequency and the distance separating the in-
struments.

Background

A series of measurements at several sites on the Pacific sea floor of the spectrum of
pressure fluctuations has revealed some universality in tht shape of the spectrum at fre-
quencies below 1 Hz. The prominent microseism peak near .2 Hz is now known to be as-
sociated with seismo-acoustic waves created by an interaction of surface gravity waves
through the nonlinearity of the surface gravity wave governing equations. Energy at very
low frequency is associated with infragravity waves and an absence of sources in an inter-
mediate band leads to very low signal levels in the "noise notch" between 0.03 and 0.1 Hz
in deep water.

Measurements of the spectrum provide little information about the wavenumber con-
tent of the pressure field associated with microseisms. There may be energy both on the dis-
persion curves of the modes of the oceanic waveguide and off the dispersion curves
associated with local forcing. The energy distribution as a function of angle on the disper-
sion curves indentifies source regions and can provide constraints of the effect of scattering
on the propagation of low frequency modes within the oceanic waveguide. A simple two
instrument experiment can not hope to delineate the complicated wavenumber field expect-
ed at deep sea sites, but can provide a ground work for experiments involving larger arrays
of instruments.

Work Accomplished

An instrument was constructed with this funding and has been used on perhaps nine
cruises since its construction. The project, as intended, laid.the groundwork for much larger
experiments using arrays of instruments (BASIC, NACHOS, PEGASUS, VENTS and
SAMSON) which have begun to delineate the wavenumber structure of low frequency
pressure fluctuations in the deep sea. Two papers which discuss recent results are listed in
the Bibliography..
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The instruments that were developed and tested during this project carried a 8088 mi-
crocomputer on the C-44 bus and recorded data on a SCSI device. This architecture has
now been adapted for a fleet of 36 "ONR ocean bottom seismometers" developed to study
the low frequency noise problem. The original instruments carried a small 40 Mbyte tape
recorder and measured pressure fluctuations using a differential pressure gauge. During
more recent experiments, the instruments were equipped with 400 Mbyte optical disk
drives, and recorded ground displacement detected using seismometers deployed within an
package external to the recording system. The instruments have been deployed in the Pa-
cific, the Atlantic and now in the Arctic beneath the polar ice cap.
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Open Ocean Surface Wave Measurement Using Doppler Sonar

R. PINKEL AND J. A. SMITH

Marine Phyneai l ahnatnry. Scripps Istwiltution of0 Oceanography. University of Califarnia. San Diego. La Jolla

In October-November 1983. Doppler sonars mounted on the research platform Flip were used to
scatter 75-kilz sound rom the unoerside of the sea surface at low angle, as well as from the interior of
the mixed layer. Surface gravity waves were seen in velocity estimates from the surface scattering sonar.
even though the wave conditions were unusually calm. Valid measurements of sea surface motion were
obtained over the range interval 600 to 1400 m from Flip. A second sonar which transmitted horizontally
and scattered from the interior of the mixed layer also sensed surface waves, although with amplitude
reduced in proportion to the decay of the motions with drpth. Wave number-frequency spectra or the
observed motions are consistent with linear theory. The existence (emergence) of this technology enables
the synthesis of kilometer-long surface wave arrays in the open sea. without the cost and logistical
support usually associated with large.aperture arrays. In addition, the Doppler acoustic approach can
provide information on lower-frequency surface currents and on the spatial variations in these low.
frequency currents, such as Langmuir cells, which might affect wave propagation.

1. INTRODUCTION While bubbles constitute the dominant scattering source in

In October and November 1983, a series of mixed layer and this experiment. Bragg scattering (from surface gravity-

upper ocean observationi were made from the research plat. capillary waves) may contribute as well. A component of the

form Flip, in conjunction with the Mixed Layer Dynamics fluctuations in scattering strength in these data is seen to

Experiment (MILDEX). The experiment was centered at propagate at the phase speed of the waves. Whether this is

34'N, 127"W, approximately 500 km west of Point Con- related to the modulation of short surface waves by the swell

ceptton. California, in water 4 km deep. Six Doppler sonars or is a geometric consequence of tilting of the surface layer by

were mounted on Flip's hull, with the objective of remotely the waves is not yet clear. New in this work is the ability to

profiling the velocity field in the mixed layer and upper ther- correlate the observed intensity fluctuations with the flow

mocline. One of the sonars, mounted at a depth of 35 m, had a field, as estimated from the Doppler shift of the same sonar

beam directed slightly up from horizontal. This beam traveled returns.
upward through the mixed layer for 600 m and then grazed Doppler radar techniques have also been used to observe

the underside of the sea surface for a subsequent 900 m. A the ocean surface over periods of time (eg. Plant et al, 1983).

second sonar, mounted at a right angle in azimuth to the first. Surface-scattering radars and sonars differ in a way which

had a horizontal beam. The surface scattering was predomi- may make them complementary. For moderate to grazing in-

nantly from subsurface bubbles, while zooplankton were the cident angles, radars scatter primarily through Bragg reso-

predominant scatterers in the mixed layer interior. From the nance with short surface waves [c g., Valeniuela, 1978; McDa-

Doppler shift of the return echo, the component of velocity niel and Gorman, 1982]. In contrast, as has been mentioned,

parallel to each sonar beam was determined. Averages of the the 75-kHz sonars described here scatter primarily from near-

velocity over several minutes are useful for seeing the current surface bubbles (McDaniel and Gorman, 1982; Thorpe, 1986].

patterns associated with Langmuir cells and other low- Thus radars can provide information about the short, modu-

frequency mixed layer flows [Smith et at., 1987]. Here we show Isled waves [e.g., Plant et al., 1983], while the sonars provide

that "single-ping" profiles, produced every 2 s, are useful for information about bubble density and thus about whitecaps

observing surface gravity waves, or breaking events (Thorpe, 1986: Vagle and Farmer, 1986].

Surface.scanning sonars have previously been used to trace Since the short waves are strongly coupled to the wind, and

wave breaking and bubble cloud evolution through scattering since bubbles are linked to breaking events, simultaneous

intensity variations [Thorpe, 1986, and references therein], radar and sonar measurements could provide information

For winds greater than about 2 m/s, the 75-kHz acoustic re- about the energy input to and output from the surface wave

turns described here are also dominated by scattering from field.

near-surface bubbles, rather than scattering from Bragg reso- To our knowledge, Doppler analysis of surface-scattering

nant gravity-capillary waves (McDanlel and Gornman, 1982: acoustic returns has not previously been done. In the follow-

Thorpe. 1986]. As a consequence, it should be possible to use ing sections the 1983 experiment is more fully described. Ex-

the sonar intensity to trace the density of bubbles in the ner- amples of two- and three-dimensional wave number-

surface layer of water, as was done in the previous works of frequency spectral estimates are presented. A brief discussion

Thorpe (1986] and Vaqle and Farmer [1986]. In these works of the results concludes the work.

it was found that intense bubble injection "events" accompany
the passing crests of breaking waves, with stronger breaking 2. DATA COLLECTION
resulting in greater numbers of bubbles injected to greater
depth. A schematic and plan view of Flip. as configured for

MILDEX, is shown in Figure 1. Four downward looking
Copyright 1987 by the American Geophysical Union. sonars, as well as the two quasi-horizontal devices considered

Paper number 7C0671. here, were operatd continuously over an 18-day period. In
0148-0227/87/007C-0671$0500 operating the six sonars, it is necessary to record and process
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rFLP the sonar carrier frequency, and N is the number of pulses
incoherently averaged in forming the velocity estimate

,o --. o m-------= tO 40fn [Therlault, 1986]. Here it is assum(d that the signal to noise
"'" -ratio Is very large and that the echo autocovariance is

-. .S g-O B averaged in time for a duration equal to the transmitted pulse
36m length.
DEEP For the present system, this theoretical bound is 2.7 cm/s.

PORTSONAR However, the autocovariance values used in this work have
BEAM (LEVEL) been averaged over only one half pulse length This should

increase the noise bound somewhat
North An empirical estimate of measurement precision can he ob-tained from inspection of the power spectrum of the measured

velocities. Using spectral values at the highest frequencies to
FLIP's estimate a "white noise" level. a 9-cm/s rms error is suggested.

HEAtING This estimate includes any real velocity variance within the

SONAR range bins. For the 12-s waves of 0.5-m amplitude seen here.
E the steepness is about 1/70. Averaging over phase, the rms

velocity gradient is then about 1/200 s-'. Within an individ-
PORT ual range cell the actual velocity variability is of the order of S
SONAR cm/s. This geophytical variability can plausibly account for

the difference between the lower bound and empirical error
estimates.

The horizontal width of the acoustic beams is about 2.2*, to
S the half-power points. At a typical range of I km. the surface

Fig. I (top) Schematic and (bottom) plan view of Flip during the footprint of each velocity estimate on the east sonar is 22.5 m
data collectinon The east sonar beam grazed the surface: the south (range) by 40 m (across beam). For the south beam. the verti-
beam remained about 35 in below. cal spread of 0.44 also enters, yielding a sample volume at

0min range of about 22.5 x 20 in horizontally by 4 m verti-
cally, centered somewhere between 25- and 45-m depth de-

25.000 numbers per second. To permit continuous operation pending on the instantaneous tilt of Flip.
of the system, a Map 300 array processor is used to compute In general, surface scattering may arise from either gravity-
statistics of the raw echo data and to average these itatistics capillary waves at the surface or bubbles juit below. I he
over 30-s intervals On the night of October 26. 1983, I hour 73-kHz sound used here scatters resonantly from bubbles of
of unaveraged data from all six sonars was recorded on tape, about 40-pro radius near the surface. This is near the observed
filling one 1200-foot (366 m) tape roughly every 7 min. This peak in bubble sire spectra [Johnson and Cooke, 1979]. In
was the only segment of data recorded during MILDEX typical conditions, the subsurface bubble cloud is the donmi-
which was capable of resolving surface gravity waves. During nant scatterer [McDaniels and Gorman, 1982; Thorpe. 1986].
this "raw data" run, Flip wu oriented with the starboard The bubble cloud has been observed to decrease roughly ex-
sonar pointing due east (90') and the port sonar pointing due ponentially with depth (Thorpe, 1986]. The depth scale of the
south (180*). A servo-controlled thruster, linked to the ships decay increases slightly with wind strength, from about 0.4 m
gyrocompass, maintained this orientation to within ± Y'. for 4-m/s winds (at 10 m) to about 0.7 m for 10-m/s winds. For
Henceforth these sonars will be referred to as the east and given wind conditions, this depth scale remains quite constant,
south systems. The east sonar is the one which grazed the although the absolute intensity at a specific depth can vary by
surface. The wind was stea.y at about 4 to 5 m/s from 30*T, 2 orders of magnitude (Thorpe, 1986]. The depth scale of the
and a 12-s swell of about 0.5 amplitude (I-m crest to trough) "surface measurements" shown here is taken to be about 0.4 m
was incident from the WNW. below the instantaneous surface. In this experiment, the

In operation, each sonar transmitted a sequence of four surface-backscattered (east) intensity is observed to be about
tones every 2.0 a. Velocity estimates were formed using the 35 to 40 dB greater than the nonsurface (south) intensity at
complex covariance technique [Runmier, 1968], with the co- the greatest ranges. Thus although the farthest south ranges
vanance evaluated at a lag of 2.0 ms. The velocities shown are lost to noise, the east sonar signal remains quite strong
here in Figures 2 and 3 and in Plates I and 2 are from covari- over the full 1400 m.
ance averages formed over the four tones and nine consecutive Sheltering of distant wave crests by the nearer troughs can
samples in range, corresponding to a net offset in range of 13.5 occur for the surface-grazing beam. However, it is probably
m per estimate. (Plates I and 2 can be found in the separate not a significant factor in these calm weather measurements.
color section in this issue.) The duration of each tone (30 ms) At the farthest range, 1400 m, the upward angle to the surface
corresponds to range averaging over 22.5 m for each sample. from 35-m depth is about 1/40. Again, the maximum slope of
With nine-sample averages, the half-power points remain 22.5 the dominant 12-s swell observed is about 1/70. Thus the rms
m apart in range. slope is just slightly over half the minimum slope of the beam.

The "Cramer-Rao" lower bound for the rms error in the Sheltering must be infrequent.
velocity estimate, AV,,,., is given by The passage of the wave crests causes Flip to oscillate. The

AV,A,,,xR N111 > c2/gafo horizontal motion of the attached sonars appears as a range
independent velocity fluctuation. This range independent

where AR is the range resolution, c is the speed of sound.fo is signal has been removed in the subsequent analysis to facili-
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EAST SONAR

.30 .20 .10 0 10 20 30 cr I see

FVil 2 An I I-mm record or velocity data from the east sonar. Surface return dominates riom about 60 m to 1400 m
Note the wavelike dllturbance- propagating away from Flip The individual "%tnpe'C' correspond to peaks (while) and
iroughs (black) or the waves as they propagate away from Flip. The broader "hands" or higher-intenity flucluations
correspond to groups or waves The group .elocity (represented by the slope of these bands) is about hair the phase
velocity (the slope or individual strpes) See Plate I

tate observation or the waves. The range independent response spectrum <V(k)fl(k)> hetwseen the east sonar velocity and in-
is roughly equal in the two beams tensity anomaly has been calculated ror various wave nn-

Surface gravity wave propagation is evident in the data bers. averaging over the entire stata set. The associated coher-
trom both sonars (Figures 2 and 3: Plates I and 2) The domi- ence and phase estimates are presented in Table I. To provide
nant wave frequency is 12 s The observed crest to trough a rough estimate of the cfrcctive degrees o freedom, the total
fluctuation in orbital velocity is of the order of 60 cm/s. corre- averaging time (- 56.1 nin) is divided by the maximum period
sponding to a wave or0.5.m amplitude corresponding to each wave number k (i.e., assuming the

Swell propagation also appears in the surface back- waves to be going due east) The corresponding standard dcvi-
scattering intensi!y signal ot the east sonar. to a sumall extent. ations from ,ero (68% confidence levels) are shown in the last
To bring this, out, a time average of intensity at each range column of Table I. The most significant correlation,;, for wave
can be removed. This reduce% the effects of beam spreading numbers 3 (A - 285 m) and 5 (;. = 170 im). correspond to the
and attenuation with range. Additional variation% of intensity strogest scattering located 'ahout 65^ to 70' toward Fhp front
with range due to tilt:ng of Flip are then reduced by subtract- the trough, on the rising face of the waves (the face tilted
ing a least squares-fitted quadratic curve from the intensity toward Flip. when viewed from below). This might be an in-
versus range of each ping. A sample of the resulting intensity dication that the scatterers (e g. Bragg-resonant short surface
anomaly field is shown in Figure 4 and Plate 3. (Plate 3 can be waves) are preferentially enhanced on the forward faces of the
found in the separate color section in this issue.) Clear signs of swell. Alternatively, the effect might be explained by simple
fluctuations in scattering strength which propagate at the geometric deformation of the surface layer by the passing
wave phase sif(ed are seen. To further investigate, the cross swell.

SOUTH SONAR
.30 .20 ,10 0 to 20 30 = I sec

0 310 minue5
0-

Fig. 3. The same I I min from the south sonar. Beyond about I km. the signal strength dropped into noise. Short or
120 m or so, the data is contaminated by sidelobe return. Note the weaker wave propagation, with a cross-hatched
appearance due to both northward and southward propagating component. These data have yet to be corrected for the
exponential decay of wave velocity with depth. See Plate 2.
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EAST SONAR iTENSITY

6 4 -2 0 2 4 6dn

0 10 miud

0O0-

Fig 4. Intensuty anomaly versus range and time. from the east sonar. an for velocity in Figure 2 and Plate 1. Note the
sulestion of fluctualions moving away from Flip. especially at the far ranges. Surface returns dominale from roughly 6(10
m to 1400 m See Plate 3.

3. ONF-COMPONENT WAVE NUMBFR-FREQUF.NCY SPECTRA culated from these far ranges, after removing the range-
Wave number frequency spectra are presented here for each independent velocity (the mean). Thus. Figure 5 is derived

beam separately. The spectral estimates are of velocity vari- from a double Fourier transform of Figure 2/Plate I. As
ance, <U 2) and (Vl>, as a runction of both frequency and the shown, almost all of the detected energy is on the +k half.
along-beam component of wave number. These are formed corresponding to eastward propagation. In addition, the

from 26 sequential data samples, each consisting of 64 ranges energy is very strongly concentrated near the maximum (dis-
by 64 pings (864 m by 128 s). The total averaging time is persion) wave number, indicating that the swell is oriented so

about 55 min. that propagation is very nearly straight down the beam lie,
At any given frequency, waves incident on a single beam at from the west).

some angle 0 will produce a signal wi'h an along.beam wave The highest frequency wave activity evident in Figtre 5 is

number component k cos 0 : k. In addition, the sonar detects near 0.15 c/s (or 6.7-s period), at the upper right-hand corner
only the component of orbital velocity parallel to the beam. The corresponding wavelength is about 70 m (14 c/km)

- u,b coS 0. Thus for free waves at a frequency t with an Higher-frequency activity is suppressed owing to the 22 5-m
isotropic directional distribution, the one-beam wave number range averaging acting on the shorter associated wavelengths.
spectrum would have sharp high-wave number cutoffs at k -

±wI g (at the dispersive values). Within these cutoffs, the frac-
tion of power detected is proportional to cos' 0. To produce data from the south sonar comparable to those

from the east, additional processing is required. As Flip tilts in
3.1. East Sonar response to the waves, the sonar beam moves vertically

The east sonar grazes the surface from about 600 m to 1400 through the existing shear. This introduces a spatially varying

m. The wave number-frequency spectrum (Figure 5) was cal- trend as well as a mean in the velocity data. This trend also
must be removed from each 2-s profile. A nonuniform shear
(e.g., a thin shear layer at the thermoline) could introduce
higher spatial harmonics, correlated with the wave frequencies,

TABLE I. Coherence and Phase of Velocity and Intensity From as well. For now. we neglect this potential problem. In future
the East Sonar experiments, when properly designed "side scan" type transdu-

Cycles
per Wavelength. Phase. Coher- 68%

864 m m del ence Estimate

1 964 12,8345 00166 0.0640 EI 5
2 432 111.3184 0.0141 00707 i
3 288 65.1740 0.2351 0.0639 ois
4 216 509758 0.0848 0.0594
S 173 71.6068 0.1646 0.0562
6 144 13.2922 0.09t0 0.0537
7 123 79.7480 00900 0.0517
8 108 74.8335 0.0777 0.0300 00
9 96 83.3032 0.0685 00485

10 86 77.7762 0.0680 00473 0
II 79 696089 0.0339 00462 .s , 5 0 *s .o *s

12 72 84.0478 0.0226 0.0452 WAVENUMBER. cycs itkn

Fig. 5. The frequency-wave number spectrum from the east
Phase angle increases toward Flip from the wave trough (at 0(). sonar. Each transverse line represents energy variations with wave

The coherence at the 68% significance level is estimated in the right- number at a set frequency. The two curves c.. .,sing the frequency
hand column. The 68% level is exceeded for wavelengths between 86 lines give the theoretical dispersion relation to , 1k. Poaitive k (right)
and 288 m. corresponds to eastward propagation (away from Flip).

86



PINKF, AND SMITiH- i)OPPI FR SONAR Mt AsURtF.MFNT OF SIRFACE WAVES 12.971

cers are used. the effect of platform motion will be much less
significant.

Wave orbital velocity decays exponentially with depth. To a

correct for this decay, the wave number magnitude is esti-
mated from the measured frequency using the linear disper.
sion relation. A single correction factor is then applied at each
frequency The adjusted frequency-wavenumber spectrum for |)

the South sonar is shown in Figure 6
From examining the %ingle-beam spectra shown in Figures

2 and 3 and in Platest I and 2. it appears that the swell was

propagating more from the wcst than from the northwest The C_

"eastward" side (positive wave numbers) of Figure 2.'Plate I is
much more energetic than the "westward," with a sharp cutoff
at the wave number matching dispersion. In contrast, the
'.southward" energy levels (positive wave numbers) of Figured
3/Plate 2 exceed the "'northward' only slightly. The power in
the south beam spectrum tends to peak at wave numbers
smaller than the maximal value given by linear dispersion

4 A DIRFrCONAL-FRFOUENCY SPFCTRUM

To demonstrate the potential of this observational system,
the three-dimensional wave number-frequency power spec-
trum Sit, is estimated (Figure 7) No attempt is made to "opti-
mie" the estimate using advanced signal processing tech- 4t,4, ,s

niques. Rather. an extremely simple Mills cross processing 0 -a
BEM

scheme is used [Pinke, 1981], with the objective of illustrating 4f s It

the inherent strengths and weaknesses of the approach. As

with the single-beam spectra, these are spectra of surface ye- Fig 7 The three-dimensional power spectrum. S,,,. estimated

loctty. not elevation Recall that a surface wave elevation spec. from the sonar velocity data Each surface represents the velocity
variance (energy) ai vertical dtplacementi at each location on the k.

trum with an to-' frequency dependence corresponds to a 1) plane. in the frequency hand corresponding to perods of (a) 7 I to
velocity spectrum with an i t dependence. For reference, the 8 O .th) 8O to 9 1 %.lr) 9 i to 107 1.(d) 107 to 128 s. (e) 12. to 16 q,
peak spectral value (in Figure 7e) times the AwAkAI cube and (f) 16 to 21 s The vertical displacement between frequency
surrounding it, (2n/64 sX2n/864 m)

1
, corresponds to a velocity planes corresponds to a spectral density oif 585 m'/s (unit% of velocity

amplitude of 5.24 cm/s, or an elevation amplitude of 12 cm. squared per A,, Ak At. uming radianm. meteri. and seconds) The peak
ampl e ovalue (in Figure 7rj is about 520 m'/s

The "Mills cross technique", as applied to data from a pair
of orthogonal sonar beams, can be summarized as follows.
The east and south velocity measurements are written as sonars only the radial component of velocity is detected by

Doppler shift.
U((. 0, t) = Re cos 0 wuA,,e

-  
Several processing steps are required to produce the spec-

S. -R e l tral estimate. First. the frequency transforms u, v, of the time
V(0, v, t) =Re sin 0 o.A,.e"

-
"' series U. V. at each selected range along each beam are taken.

Here. 64 "range hins" have been selected along each beam:

Here Y is the eastward coordinate and U the eastward velocity from 135 m to 999 in along the south (subsurface) sonar, and
component. y and V are northward, the angle 0 is reckoned from 540 m to 1404 m along the east (surface scattering)
from east (r). and Alt. is the amplitude of a surface wave sonar. Time series of 1024 points (34 min) are transformed at
spectral component Note the cos 0 (or sin 0) response of the each range bin. A 64 x 64 element cross-covariartce matrix,

C,(x, y (NN, 0. r00(0, y. w)>, is ':- formed for six analy-
sis frequencies, o Statistical stability is achieved through

Soul averaging products from 32 Fourier frequency bands into the
71 covariance matrix at each analysis frequency. Note that

015 C,(x, y) = sin 0 cos 0 wa<AA*>e" ' -

>- Fourier transformation of this cross-covartance matrix leads
z
°  

directly to an estimate of ,o 2(AA)> and hence of the spec-
-5 . trum. However, this estimate of the spectrum will be real only

if C(x. y) - C.*(-x. -y). Such a covariance matrix occurs

o. 0 .15 when a true Mills cross array is used, with the ortgtn of the
WAVENUMBER. "it/,rn coordinate system centered at the intersection of the legs of

Fig. 6 The frequency-wave number spectrum from the south the array. In the present system, the two legs of the array

sonar Positive k (to the right) corresponds to southward propagation never meet. and Fourier transformation of th: spatial data
(away from Flip) results in an estimate of the wave number-frequency spectrum
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%%hich is complex. The complex nature or this spectral estimate These trial estimates demonstrate the potential of surface.
is an artifact of little importance, as can be seen from the grazing Doppler sonar for detecting directional-frequency
following considerations. Suppose the east spatial array is cen. spectra of open ocean surface waves. Many of the difficulties
tered at point x: - X rather than x - 0. The y data are simt- discussed above could be avoided by implementing two (or
lady centered at v - Y. We now change variables, writing more) surface-grazing beams. With more sophisticated analy,
i - x - X, v - y - Y. which yields sis techniques [c.f. 1.4)na and Haselmann, 1979. Lyqre and

(C(i, ¢ - 'sin 0 coq 0 ,,,l<.4A*i>ite'e - r Krogstad. 19861, greatly enchanced estimates should he possi-
& ble

T[he digital Fourier trinsform tr his is

;L _LP Sts~~IN94A A~ND DISCUSSION
21.. 2V -, During a period of fairly gentle 12-s -well. a surface-grating

mil 0 cos 0 mi,tt.ir <.r Doppler sonar was used to observe surface wae propagation
along a nearly I kin path. [he sonar sampled the motions

I inall,. the poater 'spectral estimate of ,avc orbital ,elocit) is every 2 s. with 22 5-m range resolution. Propagating surface

F e ..x .r waes were seen in tie Doppler velocity estimates and also, to
a lesser extent, in the hackscattering intensity. "'he weak

sin 1) cos 0 AkAlAto maxima in scattering intensity appeared to occur on the for-
Thc effect of the spatial offset in the legs of the array can be ward faces of the waves.
corrected either by multiplying by e,x-.r) or by noting Three-dimensional wave number-fre. iency spectra were 0s.
simply that the absolute value of the output of the two- limated using the Doppler data. Wave motions were resolved
dimensional Fourier transform provides the desired spectral to periods as short as 7 s (70-in wavelength) in these spectra.
estimate. The influence of linear dispersion was clearly seen. The noisi.

Several aspets of this "simplest method" should be noted. ness of the south sonar, due to the exponential decay with
First. the sin 0 cos 0 response function implies that no esti- depth of the waves, introduced some uncertainty in interpret.
mate is available along either axis (north or cast). This is ing the rather simple estimates produced here. Considerable
becaue only cross products between beams are used. Ad- improvement can presumably result by uqpg.two (ot mare)
ditional information i s contained in correlations along each surface-scattering beams and more sophisticatid analysis tech.
hcir separately but is neglected here. (in Figure 7 the spectral niques. Our intent here 4lo point out the existence and the
estimates along each axis were set to 7ero, and then 3 x 3 "potential of this surface-scanning acoustic Doppler technique
smoothing in the (k. I) planes was applied. This effectively for measurement of ditectional spectra and breaking events.
interpolated fl-e on-axis spectral estimates from adjacent An ideal sonar for this type of work would transmit a fan-
values.) Second. estimates adiacent to each axis are contaim- shaped beam, broad in the vertical plane but narrow in a.i-
nated by noise, due to amplification by the I/sin 0 cos 0 factor. muth. This would illuminate (ensonify) the sea surface more
This effect is noticeable in Figure 7a (the highest-frequency evenly than the vertically narrow beams used here With fan-
plane): ridges appear near the ases at higher wave numbers shaped beams the return intensity would be more easily relat.
(though spread out slightly by the 3 x 3 smoothing) Third, ed to bubble density. Also, platform motion would become a
statistical sampling errors lead to artificially large correlation less significant problem. Pitch and roll of the transducer
magnitudes along crosses centered on any large "true" power would affect the output very little. Only yaw, variation in
estimate (see. for example. Figure 7e) For a band average over azimuth, would need to be suppressed. Thus surface vave
32 frequencies, the magnitude of this effect is about 0.18 times measurement from subsurface moorings or from slowly
the product of the two amplitudes, which is further magnified moving ships becomes a possibility Intensity variations can
by the sin 0 cos 0 response correction. This results in ridges also be used to observe breaking events and the subsequent
leading away from the large amplitude peaks in Figure 7, decay of the resulting bubble cloud (Thorpe, 1986; Vaqle and
which flare up both near the axes and at high wave numbers Farmer, 1986], providing a useful supplement to the surface
as either sin 0 or cos 0 approaches zero. wave directional information The prospect.of being able to

The directional-frequency spectrum shown in Figure 7 is •measure surface wave propagation continuously for distances
consistent with the visual obscervations. The swell is highly greater than a kilometer, to sense the surface currents which
dlirectional. front the WNW. While the peak amplitude in interact with the wave field, and to get a measure of breaking
Figure 7 appears in the 13- to 16-s band, the mean period is activity (bubble formation) using a single itlstrument en.
closer to 12 s. owing to the sharp low-frequency cutoff and courages further study and development.
broader high.frequency decay As frequency increases, the
peak, in Figure 7 move toward higher wave numbers and also Acknowledgmns. This work was supported under Ofice or
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Long-Period Acoustic and Seismic Measurements
and Ocean Floor Currents

SPAHIR C. WEBB

(Initled Paper)

AOOttrI emrefntetos am bye o* qior ean floorcarorrit 1O1
are evident olaring moot of ant eighl).dao.onng record of very low.
fretinenor) sconootic amhient noise merasured h) an instlrument n he
veariant In the western Atlantic. rher differential pressure tiaugei an the
Iitrnn prauduice userfii meraturementso over a widle freolnency hind 1
esilenuting from Uli1011 in 1f. Ili. the %pectram or current-inducerd
pessuore fluctuationsi 1s red with a power low dependefice on frequiency
with an esponient of I.$. Iturhiolenrce In the oceon floor houinders ta~tr
it the "surger or the"e pressuare ltartianttons rather than the effectsi of Flow 1
around the trrnsducerso. t his recarut of itounder) .ta~er iseessure fiuctuo.
lions it utred too predihi the effeci t or saor currents on lonig-perftus
oeliniaograph measurements; from the 4ealtoor and from under the 102

4eafloor In hrhtt

I. itfuirt im 10
T IIE FOCUS of this paper is the prosblctn (if mteasuring

vrlow-frequency seismic and acoustic signals on the C fo

deep seafloor in the presence of deep oicean currents. A recent 100
resurgence of interest in measturements at frequencies below
I Hz has lead to the first depltuymcnto; on the seafloor of

coherent arrays of seisnboneters and pressure transducers [1I0I1-
[31. and we mtay soon see the First new deployments of long-10
period seismorneters; on the deep seafloor after nearly 20 years
(41. Ocean floor currents must be considered itt the site 102
selection for these experiments.10

In this paper, only measurements from instruments de-
ployed directly on the seafloo~r or deployed into boreholes 3 u 2 1 10
beow the seafloor are considered. Aco~ustic wavelengths at 10 . 10 .0 0
frequencies below I Hz are ton long for efficient trapping of HERIZ
acoustic waves within the sound channel, so mid-water Fg1 h pcrmo rsuefutao ntebn rm002t
column measurements are not required. While interface waves Hz. measured at three sites in the eastern Pacific
may interfere with seafloor acoustic measurements, these
deployments are logistically much simpler than mid-water
measurements which may require a Freely drifting instrument electronic origin at all frequencies below about 0.3 Hz [9].
to avoid the problem of cable strum 15). Estimates of the pressure spectrum from several deep sites in

Pressure fluctuations in the band from about 0.0005 to the eastern Pacific are remarkably similar in appearance (Fig.
32 Hz can now be measured using differential pressure gauges 1). The spectrum rises toward lower frequency into the well-
(61. These gauges were developed during several experiments known microseism peak between 0. 1 and 0.5 Hz. The
sited in the eastern Pacific [71. 181. Those measurements spectrum then falls abruptly 40 to 60 d8 at slightly lower
demonstrated that most data collected previously with conven- frequencies into what has been termed the "noise notch."
tional hydrophones had been badly contaminated by noise of Below the noise notch the spectrum of pressure fluctuations

rises sharply again, as the direct pressure signal associated
MAnoscoipt received January 27. 1988: revised July 25, 1988. This work with long waves on the surface of the Ocean reaches the deep

was supported in pan by ONR under Contract no NOO04-83-C-00t0t and by seafloor. At still lower frequencies, the spectrum continues to
a W110t pxititociorat fellowshtp. . rise slowly except for sharp peaks associated with the tides

The author is with the Marine Ptsysicat Laboratory (ifthe Scrippq Institution
or Oceanography. University of California. Son Diego. ia Jolia. CA 92093. [101.

IEEE. LAg Number 8823798 The spectinm of the displacement of the seafloor is quite

0364-9059/88/1X00-0J263$01.00 @ 1988 IEEE
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similar across this entire band although the noise notch is
probably not as deep [ill. Both long-period pressure and
selsmometer spectra can look very different in shallow
(continental shelf) regions [121, but not always (131; however,
I will not discuss that very different regime here.

An eighty-day time series of pressure fluctuations in a
frequency band from 0.005 to 8 tiz was obtained during the
Fall of 1985 from the deep seafloor in the western Atlantic.
The site of this experiment was chosen to address a single
problem: Do deep ocean currents limit seafloor acoustic
measurements at very low frequencies? Of particular interest
was whether the noise level in the "noise notch" was set by
flow noise or by some other process. Strasberg 1141 , 1151
provides an excellent theoretical discussion of how ocean r.i.EMTRONIUCS

currents may influence seafloor acoustic measurements. I have IF.SSURCAS11

found no relevant published measurements. Flow noise
problems at frequencies above I lz are mostly caused by the
strur ,ming of cables and other noise associated with the flow
around the transducers. At lower frequencies the mechanism
of current-related noise is different. The flow velocity is
reduced near the seafloor where the measurements are made,
so the disturbances around the transducers are small. The
pressure fluctuations associated with turbulent eddies in the
ocean floor boundary layer do not diminish toward the
seafloor, and so are larger than the disturbances associated D

with the flow around the transducers when the transducers are PRESSURE GAUGE (3)

mounted close to the seafloor. This paper ends with a
discussion of the problems associated with seismometers
exposed to these bottom currents and the advantages of Fig. 2. The differenial pressure gauges deployed in the three cornerst of a
deploying a seisimonmeter in a borehole. HERBI.E tripod. The bae below the transducer, detaches for recovery

Two acoustic releases and a small camera were mounted near (he top of the
tripod. The recorder and analog etectronics are housed in the 12' O.D.1I. HEBBLE AND THE SEAFLOOR MEASUREMFNTS pressure case hung from the upper platform of the tripod.

Photographs from large regions of the deep seafloor show
furrows and ripples in the sediments clearly associated with This tripod was deplnyed in 4817 m of water at the
strong currents. A compilation of these photographs suggests HEBBLE site on the Nova Scotia Rise (40'21.57' N, 62"
that strong seafloor currents may frequently occur along the 21.57' W) on September 21, 1985, and was recovered in
western edges of all the ocean basins and under the Antarctic April, 1986. A small cartridge tape drive was used to record
circumpolar current 1161. Broad regions of the shelves also eighty-three days of data starting on September 22. 1985, and
experience strong currents, ending December 14, 1985. The battery and tape capacity

A small patch of the Nova Scotia Rise has been the site of a limited the length of the record. The recording schedule was
multiyear, multidisciplinary experiment designed to study the set so that six contiguous, one-hour-long records sampled at
effects of bottom currents on the geology and biology of the I Hz and one, 225-second-long record sampled at 16 Hz were
area. The experiment was given the acronym HEBBLE for collected each day. No data was saved during the remainder of
High Energy Benthic Boundary Layer Experiment. This the day.
experiment is described in a special volume of Marine Dr. A. J. Williams of the Woods Hole Oceanographic
Geology [171. Institution (WHOI) deployed several other tripods within 100

A long-term deployment of several bottom lander -ipods m of the site. Three components of current velocity were
during the Fall and Winter of 1985/86 provided an opportunity measured by BASS (Benthic Acoustic Stress Sensor) sensors
to obtain measurements of the effect of currents on pressure mounted on a nearby tripod at six heights from I to 5 in. These
measurements. A differential pressure gauge was placed on sensors are small baseline acoustic time-of-flight flow sensors,
each of the three corners of a HEBBLE tripod. The tripod well suited for measurements of turbulence. A record of the
stands 6 m high and is 3 m along a side at the base. The mean current was derived from 15 min averages of the data
transducers are 30 cm long and 20 cm in diameter and were from the sensor at 5 m. The current varies on time scales from
mounted 0.9 m off the seafloor inside of fiber-tilled cylindrical weeks to months (Fig. 3), characteristic of ocean eddies [ 181.
plastic cases of slightly larger dimensions (25 cm diameter x There is also evidence of an inertial or tidal cycle with a peak-
40 em height). These cases served to reduce the direct effect of to-peak amplitude of about 5 cm/s.
flow on the sensors and to slow temperature fluctuations near Estimat.-s of the pressure spectrum derived from the
the sensors (Fig. 2). pressure record show clearly the effect of strong bottom
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Fig 4 Pressure spectra derived front two set% of meavurements under

0_• ______________ different current cninlition (a) les than 5 cm/l. and (hi 10 cm/% Four

2R0 300 320 340 model of flow noise sources are also plotted (c) Ihe ndel derived in this

Julian Day paper for boundary-layer preture flucluatimu, (the line has a slope of
- 1.5). (d) Strasberg's model for brundary-layer turbulence. (e) an

Fig. 3 The spectral density in i hand near 0 027 Hy versus time in day% (top estqumae of the nose caused hy flow around the tramducer, and (f) a second
graph) The mean current at 5 m (15 in verages, from an adjacent tropd) tpectmim derived from measurement,( of pressure upstream of a cylinder
versus time in day% (botlnm graph) (the amplitude is secaled arbitrarily)

currents on the pressure fluctuations measured at the seafloor lot
Fig. 4 displays two spectra, one obtained on a day when the
mean current velocity (at 5 m) was less than 5 cm/s, and
another on a day with currents greater than 30 clls. The
spectrum of pressure fluctuations associated with the current is 0 0
red, with a power law dependence off-t s10

There is an obvious relationship between the power in the C1i
pressure spectrum in a fixed frequency band (near 0 027 Hz) -

and the current record (Fig. 3). The record of pressure .1
fluctuations in this diagram is incomplete since the data were 10
only recorded for 6 hours per day The pressure signal is much --
larger during the intervals of strong bottom current. The -

relationship between the pressure fluctuations and the current ',l 2

is demonstrated in a scatter plot of the spectral density in the " 10.2 -*.
band near 0.027 Hz versus the current velocity (Fig. 5) The- . /
scatter plot suggests the seafloor pressure spectrum varies as -

the current tri the fourth power. The scatter in the plot is an 3

indication of the variance associated with an estimate of the I0* I _J --- J -
mean flow over the finite averaging time, and other measures to,
of the turbulence display similar variance. In the next section, cm / s
a model of the turbulent pressure fluctuations under a Fig 5 Scatter plot of the ipectral density in a band near 0 027 Hz versus the

boundary layer shall be considered and this theory compared mean current ai a 5 m height A line with a %lope of four is plotted on the

against these measurements. figure

!II. BOUNDARY LAYFR TURBUtLENCE component associated with turbulence generated by current

A hydrophone, pressure transducer, or seismometer when flow around the sensor Perhaps surprisingly, the flow noise
placed in a current will measure two fluctuating components, associated with the flow around the sensors will be shown to
one associated with turbulent fluctuations existing in the ocean be of secondary importance when the sensors are deployed
current which are advected past the sensor, and the other close to the seafloor.
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A drag coefficient of about0 001 leads to a value of the corner parts of the tripod and similar problems. Some authors have
frequency of wo * 80F w 0.008 rad/s at the latitude of the suggested that high-phase velocity components are associated
HEBBLE site. If the drag coefficient formulation is valid, the with turbulence 1251, (261; if this were true, it would be
corner frequency is independent of the velocity in the necessary to include propagation effects in these calculations,
boundary layer. A single drag coefficient is probably only however theory 1271. 1281 suggests negligible sound produc-
valid over a narrow range of velx:itte. but this result is a lion by turbulence at a low Mach number.
useful first approxitation

Under these assumptions this model for the pressure IV FLow Notsn

fluctuations at the seafloor front the turbulence in the bottonm The HEBBLE tripod deployment was a compromise be-
boundary layer becomes tween resources and experimental design; it would have been

preferable to deploy the sensors much closer to the bottom.
Sp(f)- 14 200(Q)4 (I +( f " ' Strasberg provides an estimate of the direct effect on pressure

f),.00 27 measurements of turbulence generated by the flow around the
transducer (flow noise). This imodel was derived from

Here CD, = 0.001, p = 1000 kg/in. U% is velocity at 5 m in measurements of noise on microphones surrounded by cylin-
m/s, and f is frequency in Hz. The units of the spectrum SP drical and spherical wind screens:
are Pa2/Hz. The limiting form at high frequencies becomes

Sp(f) -. 6(U5)'f- 1 1. S(f)-3x 0 (U/fD)
2 p 2 U'f I

where U is the mean current, D is the diameter of the wind
Strasberg 1141 also used Elliot's data to predict the pressure screen. p is the water density. and f is the frequency. The
spectrum of turbulence in the ocean floor boundary layer. He spectrum varies faster than velocity to the sixth power, so
suggests small variations in flow velocity lead to enormous variations in

Sp(f) , .5(U.) ,-i 7 the noise. The diameter of the transducer ca,-, i' about 25 cm;
a flow velocity of 24 cm/s is assumed at the transducer height

which differs slightly from the expression derived above, of less than I m (Us - 30 cm/s). Inserting these values and the
probably because of a slightly different treatment of the density of .;eawater into the previous expression, the model
scalino problem for the boundary-layer thickness. becomes

These two models of the pressure spectrum are plotted on
Fig. 4 along with two measurements of the pressure spectrum Sv(f),, 2 x 10 'f- -" (Pa2/Hz).
on different days. The mean current at 5 in during the more This model is also plotted on Fig. 4. The model very much
energetic day was about 30 cm/s and the two models were underestimates the observed pressures at high frequencies and
evaluated assuming this current. The free-stream velocity suggests very large values if extrapolated toward lower
(U.) was probably a little greater than this estimate from 5 m suges ve lre valu e if eta olat t rower(ptrha s 4 cm s). so erh ps he tra ber mo el sti ate frequencies. The predicted dependence on velocity (power of(perhaps 40 em/s), so perhaps the Strasberg model estimate 6..5) is not Observed in the ocean floor measurements.
should be shifted upward by a factor of about five. The two 6.5 isnt oevedin the o e nts

modes ft te osered pecrum ell an (hre s mre han The range of validity of this model (based on the originalmodels fit the observed spectrum well, and there is more than measurements) only extends down to about 0.16 Hz. A
enough room in the uncertainties of the physics to explain thea frequency
differences observed. The relationship of the spectrum to the gien 
velocity observed in Fig. 5 is clearly very close to the power of given by
four suggested by the theory presented here and conflicts with U
the power of 5.7 suggested by Strasberg. f= St D

The flow noise spectrum is obscured at frequencies below
0.03 Hz and in the band between 0.1 and 3 Hz by other natural where St - 0.2 is the Strouhal number. The previous
sources of (acoustic) noise. We are unable to o ;erve the expres.-ion is only valid at frequencies well above this Strouhal
spectrum near the corner frequency. and so are unable to test frequency. Pressure and velocity signals measured near a
the model to any great extent. A spectrum of current velocity cylinder in a flow will typically be very nearly harmonic with a
near the seafloor measured previously 1191 showed some frequency equal to the Strouhal frequency. The spectra of
indication of a flattening of the spectrum near the appropriate these variables are usually very narrow band, although the
frequency. The only constraint here on the corner frequency second harmonic may also be present [291.
results from the constraint on the total power in the spectrum. Measurements of the spectrum of the acoustic radiation
A fit of the model to the data seems to fix the corner frequency upstream from a stationary, rigid cylinder in a flow closely
to within about a factor of ten, assuming the model is valid, resemble Strasberg's model spectrum at frequencies above the
Any effect of rotation on the pressure spectrum, beyond the Strouhal frequency [301. This spectrum also varies with
constraint on the boundary-layer thickness, has also been velocity to roughly the sixth power, and with the frequency as
ignored in this formulation. f-I s. However, there is a narrow peak in the spectrum near

Both models underestimate the spectrum at frequencies the Strouhal frequency and the spectrum falls precipitiously at
above 1 Hz, but it is likely that the measurements are lower frequencies. To illustrate this point, this spectrum is
disturbed at these frequencies by the strumming of various sketched on Fig. 3. The amplitude of the spectrum is
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arbitrarily scaled so that it "patches" into the Strasberg Fortunately, much of the seafloor has weak bottom cur-
spectrum (SN) at frequencies well above the Strouhal number, rents. The currents at the deep seafleor of the eastern Pacific
This curve falls well below the spectrum of current related are typically les', than I cm/s and so a site in tnis region might
noise detected in the seafloor measurements,. Different parts of be expected to be quiet. Distinct "noise notches" were
the tripod will shed eddies of many scales, but the pressure observed in the measurements of the spectrum from all three
fluctuations associated with these eddies will mostly be limited components of a long-period seismometer that was installed on
to frequencies above the various Strouhal frequencies. The the seafloor off of the northern California coast: this suggests
Strouhal frequency of the transducer cases is probably the the absence of significant currents, although a small tidal cycle
lowest associated with any structure in the bottom part of the was detected in the noise on the horizontal components [41,
tripod. [Ill.

These measurements and this theory strongly suggest that Sorrells [31!, [321 has looked at the problem of seisnometer
the low-frequency pressure fluctuations are caused by turbu- noise generated by atmospheric pressure fluctuations. The
lence in the ocean floor boundary layer rather than to flow large eddies in the boutdary layer are advected by the mean
noise as defined here. The model spectrum based on bound- flow at a speed slightly less than the free-stream velocity, so
ary-layer turbulence is a good fir to the presure spectrum the wavenumher k associated with a pressure disturbance of
observed at the deep seafloor under a strong current. Some frequency w (in rad/s) will be assumed to he approximately (k
reervations must remain because the problem of predicting = /U.). Sorrells' results for the vertical (w) and horizontal
the flow noise around the transducers and tripod is obviously (u) accelerations as a function of depth associated with a
very difficult. Although the tripod structure was designed to propagating pressure disturbance of amplitude Pat the surface
minimize flow interference, a complicated effect must he of a half space are
pres ent.

u -iPLU .w ( [132V. Fiow Noise AND SHSMOMETRY i .- kZ2 exp (-kz) exp (i(wt-kx))

It is appropriate to conclude this discussion of seafloor noise
with a discussion of the effects of ocean currents on long- "PU z (-kz)exp(i(w-k)).
period seismometer measurements. Most long-period, terres- 2p3" + ep

trial seismic instruments are now installed in boreholes to
avoid the noise associated with atmospheric pressure varia- The tilting of the seismometer adds more noise to the
tions. This noise component is a result of quasi-static horiontal components than the directly generated horizontal
deformations of the earth in response to the surface pressure accelerations. The apparent acceleration is the tilt times the
fluctuations. The noise is most severe on the horiiontal acceleration of gravity
component seismometers because of tilting caused by the short iPg / 2

wavelength components. The tilts change the level on these u'Og - +kz
components so that the force of gravity disturbs the centering 2 o r2-3 2 •
of the mass (a component of the acceleration of gravity is ' exp kz) exp (i(wt-kW).
rotated into each component). The dpparent horizontal accel-
crations due to this tilting are calculated separately from the The induced accelerations can be large because the shear
true horizontal accelerations associated with deformation of velocity (3) of surficial deep seafloor sediments can be very
the earth. Fluctuatiig forces on the seismometer associated low 'as low as 25 m/s). In the results discussed below, the
with the flow also induce motion of the seismometer. The compressional (a) and shear velocities are assumed to be 1500
horizontal component of this noise source also includes a and 25 m/s, and the density of the sediment (p) is set to 2000
separate tilt component. kg/m. The free-stream velocity is assumed to be 30 cm/s.

The pressure fluctuations at the base of the atmospheric In Fig. 6, these estimates of the accelerations caused by the
boundary layer on a moderately windy day (7 m/s) are of pressure fluctuations in the boundary layer are compared with
similar amplitude (- I Pa) to those observed on the deep several estimates of the spectrum of seismic noise at continen-
seafloor under a 30 cm/s current. The frequencies associated tal and oceanic sites 133J, [34. Only the effect of tilt on the
with the pressure fluctuations on the seafloor are also similar, horizontal components (u') and the estimate of the vertical
perhaps slightly lower because of a lower mean velocity accelerations (w) are plotted here. The horizontal accelera-
compared to the boundary-layer depth. We should expect tions associated with elastic deformation (u) are very small
Imundary-layer pressure fluctuntions to be as much a problem and plot well-off the bottom of te graph. The presture
on the seafloor in regions with energetic currents as at typical spectrum was derived front the model developed earlier in this
continental sites. The solution is the same on the seafloor as paper. Again, the spectra are plotted only at frequencie, well
for a terrestrial site; the seismometer should be installed in a above the corner frequency, so the slope of the lines is
borehole. Fortunately, the typical scale lengths associated with essentially constant.
ocean floor pressure fluctuations are substantially shorter than The flow generated accelerations are large, but a seismome-
for the atmospheric boundary layer because of the much ter does not need to be buried very deeply to escape the
slower mean-flow velocities. The depth of burial required to boundary-layer noise, since the noise decays with depth as
avoid the noise is therefore much less, but the tilts are larger. e'kl. Ata I s period the wavenumber isabout 2 m-i; at 100s,
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I1 modulus and Poisson's ratio of the urJerlying half-space 1331.
I I will assume the force on the sphere is given by a drag law

30 - .' F,, l/2CpCJ 2A
-12- U... U OHS Noisy"

. .. where C is a drag coefficient for a sphere of about 0.4. A is the

O 13 S', NS . area of the cross section of the sphere. p is the density of the

.14 - Qui ,, seawater, and U is the velocity of the flow. The tilt of the
-16 sphere is simply 11 = Az/b, which in this model becomes

Wcmls -GCpU
2a' (I -u2).

.-16 - 8b~r E

Queen Creek Evaluating this expression for a = 0.125, b = 0.3, r = 0.2,

-18 1 1 1 E= 3 x 106, and v = 0.499, we get

0.01 0-03 0.1 0-3 1,0 3-0 a
2,M 8.5 ,rad/m7/s

2.

Fig. 6 Seitmic ntie delected on vertical component %etimomelers from a
quiet continental %ile (Queen Creek. 1291), an ocean floor borehole For a current of 0. 18 m/s we expect a tilt of about 0.27 prad.
,eismometer (MSS). and meaquremenis from a noisy and a quiet ealloor The mean tilt may not be important; it is the spectrum of
qle 1301. Three model curvet ire alt plotted for noie induced by the
current near the teaflnor. Lines labeled W and U' correspond to the fluctuations about this mean which determines the noise on the
vertical accelerations and appareni horizontal acceleration% (from titing) horizontal components of the seismometer. The force on the
due to the elalic defomation of the seafloor cau,,ed by boundary.layer sphere fluctuates both because of changes in the flow velocity
pressure fluctuations. The spectrum labeled U corresponds to the apparent

horizontalaccelerationfromtitingoftheseismonmetercausedhytheaction impinging on the sphere and because of eddies spun off the
of fluctuating currenti backside. The first problem is treated here. since there are

good measurements of the fluctuating component of the
the wavenumber is 1/50 m . The seismometers must be velocity in the ocean floor boundary layer. If the fluctuations
buried I or 2 m to avoid flow-induced noise at I s, and perhaps are small compared to the mean flow, then the spectrum of the
100 in to avoid noise at 100 r. Again, it is assumed in these tilt S,. is related to the spectrum of the flow fluctuations S. by
calculations that there is negligible energy associated with the 402
turbulence in high-phase velocity components (which might S, M-T- S,
couple into elastic waves).

Other authors who have discussed the problem of flow noise where here 0 refers to the mean tilt and U, the mean velocity.
on seafloor seismic measurements have focused on the Using the measurements of Gross et al. (191 of the spectrum
strumming of various elements of the seismometer packages, of velocity fluctuations I m above the bottom in the HEBBLE
such as the radio antennas, because the high-frequency flow area
noise seemed to be narrow band in frequency 1351, (361.
Removing or reducing the size of antennas provided for quick Sc,
improvement of performance in regions with strong currents. 104f- 1

Redesign of the typical OBS from a tall, thin (but easily
deployable) object into a short, squat, low-profile instrument the apparent horizontal acceleration spectrum is just g ties
was also advocated. Some present-day ocean bottom instru- the tilt spectrum. The acceleration spectrum under a 0. 18 m/s

ments have the seismometer packages deployed externally to current (at 0.2 m) is then

the main body of the instrument for these same reasons. S,,. , 7 x 10-Sf- 1 s (m/s2)2/Hz
One can make a simple estimate of how a low-profile

instrument will perform in a strong current under ideal wheref is in Hz. This estimate is also plotted on Fig. 6. This

conditions to compare against these other calculations. I will source of noise is comparable to the noise generated directly
assume a spherical OBS of radius a mounted on a base of through elastic deformations induced by the pressure fluctua-

tions. These results suggest that a shallow emplacement of a
radius b resting on the seafloor. The largest term is again tio ese ts suge that afshallow emplacement ofe
associated with the tilting of the instrument. If the force on the seismnmeter to avoid the direct effect of flow around the
sphere is (F,), the torque on a moment arm of length a must sducer will yield only moderate improvement in signal to

balance the torque applied by the force on the footpads (Fb) noise beyond that gained by careful streamlining of the
times the moment arm b. The displacement (Az) of each of the instrument package to avoid strumming, etc. Shallow-to-deep
two footpads is emplacement (meters to 10's of meters) is required to escape

the flow-induced deformations of the earth.
A Z Fb( - ) VI. CONCLUSIONS

4Er
The purpose of this paper was to provide some measure-

where r is the radius of a footpad, and E add u are the Young's ments of flow noise useful for planning future experiments

98



270 IEEF JOURNAL OF OCFANIC FNr.INFERING. Vol. 13, NO 4. OCTOBPR 19KII

with long-period instruments. These calculations provide 1161 C. D Holliter. A. R. M Nocwell. tnol P A Juntars, *-The ilyisainic:
some warning that the simple view of flow noise as solely abylis, Sr. Amer., voil. 2!10. pp. 42 53, 1985.

1171 Marine Geoilogy, voil. 66. 1905related to the flow around the transducer is incorrect when 1181 0. 1.. Weatberely and E. A. Kelley. Jr.. "Stornta arid flow reversals at
applied to low-firequency weAfloor measurements. The pres- the tF11111l11sice.- Macicc, Geology. vol. 66, pp. 205..218. 1945.
sure fluctuations detected by sensors at the seafloor under a 1191 T F (s.. A J W1111,1111%, and W 11. Grant. "tong term in .situ
strong bottom current are instead well lit by a model based cckiilains vi kinetic energy and Reyniolds stresi in a deep sea

bowtndaty la~er," J. (otjlkyt. Rev.. vAi 91. pp 8.161 8469, 1986
solely oin turhulence in the ciccais floor boundary laser. 12011 W 1) Giant, A I Willcains. and T F Mos "A leempin if the

There are two comparable components to current-induced boittomi hioundaiy layer in the 11111111l F %ic Law hteitiency timinlg.
nois fo sefloo sesmoeterinsalltion Th scsmoltetr bttom 'tres acid trtnperattire itnitiice." Marine Ckolvigrv. %.il 6e,
nois fo sefloo icsinrneer is~alatonsThe cisoniter pp 219-241. 1981.

is moved and tilted by fluctuating forces (in the exterior of the 1.111 W IV Willnuiaob. "'resitee ttuicliatiocin beneath Itirbulent tv"Isncary
seismometer. This source of noise can be avoided by shallow layers2 Annu. Rev, rtuid Afeth.. viii 7. pp. 11- 38. 197.5

1221 J. A. Elliot. "Microscale pree~sire flucitiaiesis measured within theemplacement of the seisnoineter. The second component is lower atmuispheric botindary layer.- J. I luid Afech.. vol 53. pp 35 1.
the result of de format ions (if the seafloor caused by large- scale 381. 1972
eddies in the benthic boundary layer. Deep burial is required 1231 It Tenkev. "The Itigarithinic wind pirioile." J. Ainelot Sir_. vol 10.

pp 2.14.23A. 1971to avoid this noise at low frequencies. hut this source is 1241 E. t)Aaree "Velr.-uty structure ocf the benithic m~ean,." J. Johie.
negligible at shallow depths at frequencies above a few 1Hi. (h-eannxr.. vol. 12. pp. 311-322, 19112.

1251 Mt A Isukovich and B F Kuav'yanov. "Tieiry cut lo,%. freqtiency
ACKNOWI.ED(MFNS noise in the oceant." Sac. l'hyt.-A.cauti . viol 16. pp 49 ilt 1970.

The project would never have gotten off the grocund without 1261 ) H Wilson, .'Very low frequency (VI r) wetnd generated noise
the elpof Os. . M Pury. . HlliserandN. M~av. I produced by turbulent pressure fluctumttiins; in the atmosphere near the
the elpof ri.G. . Prdy C.Holistr, nd . M~av. I ocean surface," J. Acoust. Sac. Ante,., vol. 66. lip 1499 150)7.

would like to especially thank Dr. A. J Williams and Prof. C. 1979
S. Cox for the loan of valuable equipment and oif their time. 1271 Mt. J. tLigbthill. "On senind generated aerod~ynamtically. P Genceral

theory," Proc. Roy. Soc.. Se... A. vol. 221. pp 564-587. 1952.
An anonomous; reviewer and T. F. Duda provided many 1281 G. P. Haddle and E. J. Skitdrzyk. "The physics ofi flow noise. 'J.
helpful comments on the original manuscript. Acoui. Sec. Amer.. vol 46. pp. I In- 157, 199.

1291 P. W. Bearman, "On vorex shledding froen a circular cylinder in the
RE~FERE.NCES critical Reynids number regimte." J. I-fld Mech.. vol 37. pp. 577-

Ill S C Webb and S C Conamble. "Moeroseisnipipanii beiween S11 .it. (7RKiahr1adI%9er. Ai.si auctci u
two wi nn the deep sea floor." Bull. Soc. Seticmo. ,truer.. *Vol 76. statteonary cylinder in a fluid stream tAecclian tones)." J. Actions. Stoc.
no 5, pp 143.3-1445. 1986 Airier . viol 28. 1957

121 A E Stbrecner et at.. -Wavelength and cccrreiation length tif deep 11 10SirlsadTTGfsti c rciec dcicciti
ocean and acibeent mauve." E0.S. Vot 68. not 45. p 1171. 1987 131Genrl y Srlily pcod u T iT palratly -Ii reitenc Iiearth~ flri

1311 D l[Aav. J A Orcui. C S. Cox, and P. Mt Shercer, "Low Bll Stir Sentmiu. Anier.. vccl. 61. pp 01 1601. 1971
frequency noise from OR.S bydrophone diaa EQS. viii. 67. no 4.4. 1321 G. (1 S.erot andi r~ ) lhuye. "A pieliiuiniey it-poll )icc 11Iiil c~ii
1986 waves at a %orce of lnng peritod vemiviu nouve." J. Ge-njoicr. Rn's..

141 G HI. Sutton. "Ocean bottom seisic obotervacories." Proc. IEFE. vitl 79. pp. 4908 4917. 1974
viol 53. no 12. pp 1909-1921, 1965. 1331 B. S. Mellon. "The sensitivity and dynianmic range cit cccertal

151 W S. Hndgkiss and V. C. Andelson. "Acoustic pisiiningt for an secsmographs," Rev. (kopcys.. veil. 14. pp 934 116. 1976,
array of freely drefleng sensors.** IEEE J. Oceanic Eng.. vol. II, pp. 1341 R G Adair, 'aMicreiseinis ccc inbte drrp cuecan- ()b'.rvatiins aim]
1267-1294. 1983

161 C S. Cox. T K. Denton. and S C Webb. "A deep sea iliffereustial theciry.** Ph D. ctivsertalion. I Iev ocf C~iifirnia. San l)iegu. Ic 165.
ressure gouge." J. Aim. (ceanic 7us h., vitl 1. noc 1. lip 237 216. 1351 A teei Ant mtectetelbutic ~ieit mci vii uiii
1984. esmoneer." Bull. Sac. Seismo. Amer . vol. 75. pp 1195 1204,

171 S C. Webb and C. S Cox. "Observations and modeling of sea floor 1985.
is, icroneisml." J. Geophys. Res , vol 91, pp 7343-7358. 1986 16 .KDenhe.G Bakntn od0 HSai."utn

S C.Web. "Oteralinot f sallor pessre ad eectrc feld generated noise recorded on ocean bottoi seisnuofrclers,- Marinefluctuations.~ Ph D. dissertation. Scripps Institution of Oceanography. Geuophys. Res.. vol. 5. pp 109 115. Ii98l
1984

191 R H. Nichols. *Infrasonic ocean noise measuiements: Eleuthera," J.
Arouui. Soc. Amer.. vol 69. pp. 914-981. l951

1101 J H. Fillous. "Pressture fluctuations on the open ocean floor liver a
broad frequency range: New program and early results." J Picys
Oceanosr.. vol. 10. pp. 1959. 1971. 1980.

1111 0. H. Sulton. private communication. 1987. Spahr C. Webb received the B.S. degree in physics
1121 A Turgut et al.. "High resoluion txis,-m %hear modulus profiler: A from the Masvachustts histituice of Technolocgy.

ahallo v wafer real rinme OBS array." Rosentiel School of Martne ani Cambslridge. in 1978. and thle doctoral degree in
Atmospheric Science . Rep TR87-007. 1987. tccatiography frocni the Scripps lnstittitio of

1131 A. C Kibbiewbite and K. C Ewans. "Wave-wave interactionn. Oceanography. ttniversity osf California. San
microieisrnn and infrasonic anibientl noise in the ocean," J. Acoust Diego. in 1984.
Soc. Amer., vol. 78. no. 3. pp 981-994. 1985. He worked at the WiAk, Hole tfkesnographic

[141 M. Strasberg, "Hydrodynamic flow noise tn bydrophones" in Adap- ~Institution. Woos Hole. MA. froni 1984 it) 1986
tive Methods in Unaderwater Acoafeigrs. H. Urban, Ed Boston h efore returning to the Scripps lnntitutiin tocjiin the
Reidel. 1985. Marine Physical Labiratory. His primary fiicui is

115) M. Strshberg. -Niinacoustic noise interference in measuremients of the development of new tools and iccbiiues for
infrasonic ambient noise.- J. Acoumt. Soic. Amer.. vol. 66. pp 1487-. research in nisine geoephysics and iiceancigrapby. with in etmphiasis on
1493. 1979 measureients cit very low-frequency sound in the (ocean.

99



100



Evaluation and Verification of Bottom Acoustic
Reverberation Statistics Predicted by the Point Scattering

Model

D. Alexandrou and C. de Moustier

The point scattering model offers a parameterization of the reverberation probability density
function (p.d.f.) in terms of the average number of scatterers contributing to the return and the pres-
ence of a coherent component in the received process. Computer simulations were used to verify
model predictions and to evaluate their usefulness in the context of seafloor classification. As part
of the verification study, the scatterer density was determined from the kurtosis of the reverberation
quadrature p.d.f. The influence of a coherent component on the reverberation statistics was exam-
ined, yielding a better understanding of problems associated with its experimental measurement.
To evaluate the potential of this parameterization as an acoustic signature for seafloor classification
purposes, tests were conducted with alternative simulated scatterer distributions exhibiting a de-
gree of clustering and regularity. Further tests were conducted with real reverberation data collect-
ed by the Sea Beam sonar system in two different seafloor areas.
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On-Line Sea Beam Acoustic Imaging *

C. de Moustier and F. V. Pavlicek

'Reprinted from Proceedings of MTS/IEEE Oceans '87, CH2498, pp. 1197-1201 (1987)
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oit litne a~riisiic fill igiiig siseqIc ccI c iiui give immitediate access

This paper dcscrihcs .1s cIi designed and built at tile NI~itine I'li% toi tile data as opplosed to recorairig themt ott tape and ptrcduting
sical I aboratory cif the Scripp Instiitution of (kcanftgrapcy to pro- grey-scale displas ini a post-forircesiig operaloi
duice acoustic Images cot the %eaflor on-line %fih a Sea Beam niii-
beam echro-snunder This slsiem uses a stand alone oierace In thc foillowing. %4c describe this otn-line Sca leai acoustic
belveen the Sea Beact sys~etn and a grcy-scale lic.lcatn recrtler Imtaging system %Isel consists of a 'smrt- interfae, built arounida
The interface is hbuilt arnound a Slirrrila 68000 micropr csi ind Motonrola 690170 nmicroprocessor. heetihe Sea [teamt systemi anti
has digililing citahlitii" It digiis file detected echo signals a line foac recorder we flisi gise it overview of lite genieral
fromt each ccl ftc 16 ptetlwritccl licanit iisc tile Seci It.- lift crlii, ssseci ofigiracioii tec varicics periphierals iis lverl. we Own'i
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esernutllo. outpui cii digital formiat to a tIme-san recorder ichich 2 GrNERAl SYSTEM ARCIIITECTUR11
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Sea Beam acoustic iniages of the seafloor and of the Deep Scatiet- In tocs section. %%c hriefl% describe the general configutrationi of lite
tog liters acoustic intaging system and irs; links to the Sea Beant echo.

sounder

As iscn in rigute 1. the lntuir cinutents; of the systeni consist of
a mictopitcessor-crintrolled unit (stippiled area) interfaced to a Se:i
Beam systm, a sec of lieripherals including a CRT console for
operator interactions and a litne %can recorder for data output. antI a

I INTROD)UCTION link to a host processor for snlIcItae down-loading We use ltre
DPC LSI. 11/73 mnicomputer oif our acoustic data aelitisitioti sls-

As p3rt of a tiigrnnin toincestigie seafloor acoustic hsi itr terr menitioned .ahoc is lie inst processor The litne scans rccorclcr
oreaturei l silt a Sea leitr irtiheait echoi soniler ihe \Line is 1 4 hit grec s(c Ru thirti l.SR. I 07N1 tIrv aImer recordher wrh
Pi%ical I ahoraitr% (Mill, ) or tle Scripps lInsititiut of rOcemiogra digital input atid 4 Owrces of itrenior%
Irhy bujilt a parallel acroustic dlata acquisitiron systetri using a DI*(
LSI I l/7 rtnirontien 11.2) to preserve the echo signals receicecl Three types (if sigtnal% arc taken fromt the Sea Dleat) systm cltaxk
by the Sea Ream %ystetni 'ich has no internal provs usins to ito so signals; for ritie reference anti svrtchicintraio. roll signals for s-eri.
The Sea Ilcamo system is prtimarilc a high-resolution bathytric cal reference and acoustic signals from cthe 16 beams To caciitne
sursev tool schicli irjnisint a 7m5s pulse of 12 158 kI 17 over a fact- interferences with tife Sea Beanm sistemt the acoustic sigirals antI
shaped beam (2 2/3' fore-aft by 54' athwartitpsl siabiliacil it the clock signals arc tapiped by lrtgh-cntpedancc buffer amplifiers
pitch, and %ich receives bottom echoes on 16 adjacrtt turcforocer inside thfe Sea Beam system, and are transferred dilferentialiv to lice
beams leach 20' fore anft b 21 2/?* atliwartships) It processes the interface The roll signals are iransfornie, :ouplcd
echoes and outputs a contour chart of a swath of seaflionr %%filli
width roughly equal to 314 of cite Ascr depth belotl. ltce ship I-r Tile microprocessor -controlled unit consists of 3 boards linked by a
detailed descriptions of the Sea Beim system the reader is referred 16-hit data bus The heart of the unit is the processor board which
to the scorks b) Renard and -ltenou (3). rarr (4) and tie Mousier includes a 68000 processor. 16 kbites of EP'ROM holding monitor
and Ktcinrock (S) software and 20 khyres of RAM for monitor nmanagemnent func-

tions This board also has serial ports that are used for RS-232
While analyzing bottom echo signals received by the Sea Beam sis- links io the operaior's console and to thre host processor The
fecn and recorded with tIs% parallel data acquistion systenm ue second hoard is a memory expansion board configured to hold ttp to
found that in spite of the irultibeana geometry, the equivalent of a 256 kbytes of memory In its current configuration. 192 lobytes of
side-scan sonar image of the searfloor could be obtained by orirtht- RAM are installed on this board Prolsistin has been made to
cog beams on either side of vertical (6) Such art Acoustc inmage of install up to 64 khytes of r.PROM's in order to niake a conmpletely
the seafloor yields qualitative information about the texture of the stand atone si-stent The thid board is the interface board which
bottom and complements the high -resolutton bhithymetry normall% services inputs from the Sea Beam system and from the units fromc
derived from lte Sea Beam sisten Beccause tisl, texturral icifoiri panel, and outiputs to the lute-scan recorder The unit's fortint ;ratcl
ticin is .t trnials- Imiporitant clue fur gertnincrthoicat ctrterturetlc- features .I set cif 8 switches frir oiperator ituicatiti (setting of ,Ii-
tirms. it wrould be very taluable to tile ictvcstigactor in real littlte (lur tlat values or motrdifying progranm onsianis) cnd aI twnochcgi LED
Ing the course of a sun-es% For this reason. wge decided to build air display for performaince mnonitorintg

CH2498-418710000- 119 7 S1.00 @1987 IEEE
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Figure I ( ,CrsiC1 %%Ii ss st ili i .ti.1gi.iiit thle %ippledl Ile I 11IlitiI1titlte "Il il rkrl. sor 55 steli

I lie I'licessir Ntill .111,1 tile niIt.. 'Ximiis~n Itill tle ofnil te. 0-ii 'll t In line tiw'an ieci'rit.-r ire iet ipt sci the

Ithe Other htand. we have configuret le interface man!ir specifiativ 51it Mi OWcrc thle left trair1i1 09dge lte IMItI iWlti thle pitsesUl
fpr tis -;.stem and Atc Oiai test rile it in incise details in tile foi- is rech to service this interrupt. it -rile,; four bits of diata (a nib-
I 0iing section hle) to a 1)-illic register a, the address of tilc recoirder parallel prtl

The niltcroproc-ior senids 4OQ6 such nibble,; to titis arldrcss anti I
I iNPUI r ti i NriRrACF W(1fiatl! Circuit strobes lire (1i11t into the recoruier buffer Niote Ihit

this seqluence of eseirts i% spcifric in Rtttitetmit SR- 18ta'l
As ttdtitated in thle pre tio, se ii ithe ritit is oll (iflte recorder. pros itonlt htis ehenr tade ott the itterfie bioard Int
input output interfate flodito m ssice inputs Irvint the Sea Rerm rsrrmtsate 'P( tireP re((dcrs stich iitrilr the prrcescor fomr

%slseto And the unit's frot pil i; ,tell ais omipui to tie recrder ecish transmitssion ol .1 4-bit pisel in adidititoIl the .ift-rentiontmted
tlinle cro toierrut

l-igrire 2 Miturles tirte srgnat pitts t rimi tire Sea hlenit qysteit to
itlitiiriitrotkessrr thrruigl r nite lt ice* ,\ thle center of this liiiiig S .'itiieltc tnt I).1to \illsl..is
ititerface is a data cottol arid iiiiiny 11111 hich gets 1iit ilt trut
tire snr Ises pulse arnd tire Sea ltptii 1siiisI2 1"5 kit/ rccfcr- tire iritti tilpics int outitiutl i pcjti t inl i l,4criie are

elice frequcnes Tite sonar ket tmtite init- t (r' he niil iil a it ii iged Ii tie ittla cilI iiid ting tin t srmriliiy io .
raiisititssin ci ete i lte Sea flearit sssieiii andi it s i seshre as f ile mess tritci seqtienit t (11. or Aii Lti1lii ti inn lite 1llilgit1~.1ctil1

lime zero reference Tine 12 158 kii/ reiecte frcqiieilcs plliicci sitn\sn in l'igiic: 3 illostrates; lte sequience of esents taking ptaseL
h% tire Sea Ilearn q5ve1m s transit signtat geilerair is fll into a tisevien ivio sonar kes piulse% tunicr( (hri tring data aclqnilitiiit
gttl5h id. loikiip 'iiiis ouitput Is divitiii iloii aind used( is5 ltle 1lite suilti ke% polse triggers. is etleiolilig cotunter tire' ioti0%
chilitciig clock oin tite interface boairid Te itl signtals cioe in kinted vsith a otic le deas proporlionat to lte [title ncesars fr
si nshro formnal I0 phases 1 20' apart indl 41)R) liz referentce) front sountd goi reach tire %ealloor anti returnt t. the ship \%h ien a pro.
tile %sup* seutical refierenlte anti ire fell it, a qt icito-um 4118it.it erin is first sltted this depth depenideti ttlle (Ilei.O uitti be set
ISM1) stn~lt' rer Tire iliiputs (if tire S/I) coliserter arc heldi oi D-. finitte florn panel siithes iicriiitigIl to[ie currenlt twie1r depthi
iqv peegisters in tch miten aie doili %tsill the stein bus sot that helt's tite ship Drrr their ohl. the t'rogran tras ks the hottont
the processor can access the rull riala diiiectI at1 a1 ieriied andtiptriates the hetav Inner atinm.iiitt
ininors address The 16 acoustic cltiiitetorresportdiig to thie 16
iea Ileant preformter beaiits are input diilfereiiiliv into a 16- When tlire inne1r teachecs iern. it starts tire A/h) and lte SID

channel analoig mnultiptexer %shose commoiln ouitmut is hteld in a :aoti- corstitS As indit l ibos e tue output if tire VDl cotstrer
pie and ihold antpliiier Interfaceii to a I 2.hr annalog to-digital (A/IN is heild in a 51 2-%ssril 111- tilenuii -Ilie [-rI( sendls ant iterrumi
converter As mentioned abose the A/h) converter is clocked be a to [lte processor on the half-full flag 1236 sorils) iAnd the irrocessur
timing sigil ischicli is an itleger sob ititltple of lie 1 2 1 R k Iiz miust read ilt cut the II 1111 intoteitors in olrder to clear the
reference frequenc) Tire niultipliecer is also qvttchroiously coo itttettupi A/I) ctitsrsrrts intl Fi 0) rrierrutrts scotittue until the
Ir Iiel to shange chantnels her meer eachi A/I) digoitiilg cicles Ii specifted tuttiher ot strttles lit% beentldigit t cel for erit tt tnel
t lie present configurat ill, the sampling rate is tpltrostiniteiy 5M8 inid singredi 1111 irirrir I ite S/I) dhiii lte prcKtO esI MtCt
Ili per channel The digittied data is storedi Iii a 512-%isrdt First-itt onliy read the data off tire bits arid itierteave tire roll siimples into
First-out lFiro) mnitiiorv silticli is itreti .icsesihlle in the proces. ontoty with everv 256-siord roterriipt icqlietice
sor througih the system bus

1 he liex si o rf riteritilils idotic- tiarm trrrlessiurg iril 1isptlai,
Inputs from the switchtes on the onl s Iiliit t'.ict ire ilirctcd tri Tire dati processing is nmlnil% (ACirsricui 'M 111.111 autnriic o l
'tire tiem hiss tiv way of bits dri sciS %iunes ci the itttcriittressrr t rackiitg, roll Colllpiis.ttIiruii andtl rnitliug (it tile iligilizeil A(MILir
ieads dlita fronm the iiciriori, .titiscss .usuiuneu it) the 1filing tpanel lila liii ilipli) toil tile gret-scale: rcorili.i We %hit ll (1"us- this
Liluessse. bus access to tire I I11) utsiti lse tiron ,,11 lc1 1in oi nte mriisesslig Ini iroie tIetautl iii secoln 4 As %ceu itilr til inging
(fclcils Iltnugi 1)-Ijp itegistrs ithurt the nus rrtncessr writes Uii thrugruni (I igure 3t i1-1i1 PrrssIiig 11iIs IVc sLilitileteh befoire tilie

the frit itnel 5 teiiir~ atiiressnext A/I) toirverulut scilme b egris% lite aionnllii iii gione it iii
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DATA l'RO FcESING ..... ..

RECORDER D)ATA

AT! DATA

rngtie iiingr diagram shmtring the sequcnte of events Impptentflg hei'ren tnt) sonar Iirittisson lies

ible fuor prrcessitig is therefore deprendenti on the water depth rhmh~l 4 DATA PROCE.SSING
delernures the %onar ker pulse inter .al (e g 6 s in 3000 in at triter
depihl dfld oin the number of sanrples required for each chjnnel When the required ntumbrer of satiples cit echo amplitudes and roll
(e g 500 samiples in 3000 mn of wdter depth) informationi have been ijigitired and stored in a data huffer in

nmemory. the micropirocessoir stops all digitiration and begins pro.
During all tile aboave operations. the recorder sends intcirupts to ccssing the data, In the current cirnfigurjtrnn. three rnmin process-
the processor at at rote determained hy thle scan rate sclecred hr the in tgIasks ire rem tot ned hlit tiIrakiiig roll cot retlion arnd djim
Oplerdior (typically 1.4 s) llorrcrer these recorder interrupts ,mrc formitting
given j n~er priority lerel than lie All) interrupts so 1iii the pro.
,cssor tdoe% r service thear rhile A/I) interrupts are pening Ilittiin ikitig tni~sm in rilding the 11irsi amiplitude exccdoig -

given thresltd oil tin tritef ittIre 16 trictrrnier beamni, Tre poit
tirn of 111; (i.t.1 liiil %oht ICNtmei 141 tile begininrg of 1IrC li-Ii
bol~er fir es tlie itle eli;'e olt tre tile riser rit the rligtoiiioii
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sequence It, tcCise thels otciihe fimhiol ofn lt hllinIttiktfg kcwiig i% sim III Ii i ,ii 5 t il. 1111 i~ (lgure %.I) %%J, 01i.111%
routine .Iis snt oplinwte this time inicers i.nil it) tiiitrmn it (cplhi~ed ft-oI %C.1 11C.t1i .onstic (t ill rcet rtt .h u the
%hithin a 200 tit% %itdnw hy adjusting tile Ioic tlclas bemiccii the R V 17mo it atn"lIt.'m oil ite I is ."I Pai Rise idt prrKcet Is
sonar key pulse and thle toset of dlgitl7atoon (Iilturc 3). Because diescrihed in welion 4 Thle cAoss~tfflk thiltneston in .etmitls
noise spoke% and interfereces from other sounil sources operating corresponds to dilTerenti ii slint range 11%wintls buon first aioi.Ih
simultaneously with the Sea Beam system occasionally cause failse flie Along-track dinicnston of this Inmage is in kilonntcr5 and
bottom detecilon. bolttom tricking histofirm rot presionus tranis. miaites that of the ciirfriondnwiltg s~th ontour plot pfrltluctl hv
vitm cycles In l' llt In41illci ins tile dinlipitial l thislttnle delmi tile Sea B olta i systill (I ogtte rc5) lithe (tllnuilir nitfd a sle 10t fi
.tdjustinent in the upper pooriitult or lite swatll (1) antl 20 lin litlte low~er irttun

(2) The .tetitc Imagtie and the c nitioiie swith <otiiietitwm -0i

Fite first .trtisa ttini' hi, lte bcittoio rtatking r.oil1tit 1% lienl usedt oitier as tile (thIi.itite tesitiril tnrit tit sctit imi tl el i tlt.ti
as; a ltle reference to c uimptitc a jlti and ,I stlrltrd lite series of %".ol IV! 11issd 11 "lie fitl[ til lite citnietti I ikc'i~ i e ika
echo anlilltiudes I hifesCiC. in oufit to idetermine ntilk Ii tetni tati.c haihi cri' gt'. n hi. lte ciii ttild tnt be intci reol telli

belong to ihet por rt istoatit I roll etirreciin nmli tic pplictl mbli fiii lite 1(m)ti1li itige Ithe ft Ia tic,1 lte 1clini paiti
The preformed Itcants ire tiominallv i ted 2 211 a upit tnd cell seell in tliC .tCtiic itligr I% iti tt'. nI41it Ill tittoltills .11 l i Ill
tridl in the ships, referenice framic a% %thosii in I ittire 4 Tis ii or 20 no coittour Intemi.at' initates iliat lite coit eptintittiz reliet

tiles are ttuspla)eil in sols and tiase beenm Lcitei for acoutlie A sec i
transnltsson toss through the %itatr cotitiin be a timec salving gait, 0-8 0-4 0 0-4 0-8 1 0 1
lii tiic Sea Recam echo plocwisr Itardwaic Tile ifigili7cd trill anzles I t 4 i
ceteisifit) iitie itete 1tissn liteip' lti iwa~l atass adi Iniei 3 1

setticat iduring cclii telcitllin A% beatis ate eqltit st'icd. ihiese
roll ingtci can be used to enter a tible of beani nffse:' '.sih rect.
to %ertiat andtI he troll coticeiton is performted thirough a table
loeik-tt Note that this roll colrection scheme is oit a fist 'j

approxintitit siitch is sificicnt to produtce a us~eible toie series
of aiiiplt itites as a function of slait range ror a tiiplav (if itnitil
tudes is a Function utf howritnal inge, the til cirtrceti ti eis to(
take ra'. bending effects 11140 account

'ii .

m-ilitrnefot[lehs iia ICCJ.. I-. ihei L.f

%itue 4ftr crps fhlont teI2blfra iecho tes A/ re c i th t e i3

mified pe.to atrintiimltr il ie ees tvgin imilion lv.

cis from one Sea flean q~sicnt to another Althtough imot eurrenittl
implementedl. provusiotts hase also been matte to include a tjhle t
took-up correction fnr ingulur depen lenee of seufloor icouwct
baickscaltef

S RESULTS

A Seittuiti Awiisit tutuiecs%

An.f ei:%ipte lit lie ttmwisit itioge testihity fiii tic. thvlin wtO l'soliiloiv -,o- t I io Iu-l
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5.Stcoi t.ifl he contittedi t iotcf5.ilX lime it imu 11) tit. %iiL I con. HO0URS
tfiii ire isprille11 41os% uand arcelcvic ihifacrilt to Intierpret a0 1 2 ---
Norte .it'r thit the trend of the liucainis seen fin the .iioiistic
ici i dsourapedr bytsat rt r ange t th chui t hr ctuk
trnd isul aiptrt by gther lanl ito rshe sitan hk .~i 200-.

R Images or the D~eep Scattering Layers 400-

A relitively simpler form of on-line Sea Beim icoustic display con. 600-
sists fi outputting the echo amplitude as a1 function of time for Pe_____________________________

- ~individual beanis This type of display is useful a% a quick check of 0
the pelnriommie of ih%, ec ho-souoilcr part of the Sea fleant s.ystni
Ii is ah~o motrst useful %hen iricl.ing D~eep' Scattering Lasers ll)I) 200-
in tife 'icezin Figure 6 is an examptle (if such an ol line acoustic
image (if the 1)51 icnrilod t i m its ile if tittiicl Nortii Pacific 4.00-

.itiiitd the R V .4rmit~rs // I tirce oiii iduatl msisie resicl
tin this rpicture twits R. port I and starboardl 7) corrsporrnding tit 600-
incidence angles of roughly 20'. 2^ arir -18' respectively Thte hot. Pi
izootal axis spans approximtately 60 rnti atilt tre vcrieal lines arc O_
spraced 30 mis apart with the ship riingtessirg at 12 knots from left
to right itI this o~n-line display. qpaaing bclween tire 30 tis time 200-
mtarks varies a% a1 functonn of the transotsion repetitiomn rate which
is determinedl hy the %ater depth Closer tuime marks inrlrcate a 400-. l
deeper hoilom 1hle s eitiital axis is slant range to uncorrected i9

mecters (1500i in/st Nlis slant range is equisalent to depth for the 41o-00
(enter tvciii l(mit D I lie Imartett welltit ollit three tieaimis if Img.. ISi
urc 6 is ihe %ell kntowin mi,,raliri patterni of utidrwaler nekion
inwards the %ea surface it oght-fall (7.8) On the left side (if thi,
image, discrete l.,~eri cooserge upitwrd to thme 2 I time nmark arir I'igure 6 Tracking the D SL ii iridivirluat beamis
sonie (if the qcatterers scent to reasseinhle iinto dliscrete les in
tire first I O ina towards t he right of the tinrige whl ltea> crs arc stilt
sisihi betweecn 400 m andl 600 in 7A(-KNOWI.l.DG(;FMS

Cnnp.tred with sinilar itiages oh Irie 1)1 obihil in the isi %filli 1 lie %rirk reported here has beeni srpprtcd by the Office of Navil
convenional wrode-heam 12 kil? echo sounders these images otfer Research (contract Nor N00014.79.C.0472) whose fuiodimng is grate
gicatler strtial ulo rimiriimit truth rhi andi ictim.s III,,'11111' rs Ir. frillsi. irwet
I lire 16 ? 2/ V heitr 4i thre Ic.i t4-iru %yoili trutld sI itiicii
chisct nic-sutenierirs %%here thre cmsiwein,it echii-iitihner 8 R1FP'IRr.N(iES
integrates oser fire sante sr1Uitmir Of (X7c1r to give MIi 11Iricaie
oretn hi o higher sptiat resollution tiritis it possihie to ins csr inie I Ile Moiusriet . 1985. Sc eamcar acoustic ih11ita crpirstiiii sys-
the pai hiness of I lir iii hutton of the 12 1, Iti hnrlogicr si atterens 1cci Mlarrine lhitca~l Lahorators . Scripps Imsillutifin ot (keatrrgra
in the I)SL's aird Ioi pros ile real'ttitrc tires oin the 1 icral extent of phs. San Diego ('A
a gisen parcli iutirig trassiug olvialitiiii

2 lie Nlorstier. C atid r v l'Wavk. 1987. A ftrll tanspotirable
6 CONCLUSIONS Sea Bteamt cornplex acoustic data acqiitors systenm, OTC 5514.

Proc 19th Offshore Tech Consf, Vol 3. pp 269-274
flhe n-line Sea lkan acoustic titaging ssern we lame described
nio this paper allows insestigators to extract mote information out of 3 Renard V atit J P Allenou. 1979, Sea Beam Mmllimbcam echli-
ilic echo signals received by thre Sea Beam s~stem ithatn is; aaiable soutnding in Prt Clirm'ar Description. evaluation arid first results.
in tire stanrhard swathi bath~ntetry outpuit We have shown that lot llvdrog Rev . Vol 56(l)I. pp, 35-67
.acoustic images of thne bottomn or of the L)SIA can he derived front
tire echoes received on the 16 preformeid beams with aI siall 4 rar. It K . 1q80. Mfuitibeat hihlymetri. sonar sr-i Rltest aiti
.111i1411i114 ot ilwie itit withouitt mitleteitig withe nitiitIl hty. I l~rtmt.it. Mt (,o ,ei Vir 4. lipm 77.91
tiitic futictirin ofl the Sea Becaim systi in lie addliitinal itlorniai.
tion provided by this imaging system is a real-time conmplemnent to 5 de %ioustier. C anil M C Kletorock. 19R6. Blathymetric artifacts
the contoured bottnin data and it allows the investigator to make in Sea Beamt data how to recognize them and %hat causes thenm.
better decisions about sursey patterns and data quality w4hile at sea ) G R . Vol 91. No 113. pp 3407-3424

Future improvements to this imaging system shourld include a capa- 6 de ?rloustser. C , 1986. Approaches to acoustic hackscatterill
braiy to incorporate the bathymetric infornainti produced by the mteasurements from the deep seafloor, in Current Practices and
Sea Beam echo processor into thre data processing software in order New Techntology in ocean Engineering. OED-Vol 11. A S M F. . T
to Perform slaitt-raiige correction on seafloor acourstic images The Mectuinness and 1111 Slih eds , pp 137-143
depths and cross-track distance% computed for each itantimioter
c)LICh coullire itiput ott the microproicssor hits flotrigh a parallel 7 Iarqttha~r. Gt 11 . 1977. Bilogical s.outtl scaticrit iii the (Kant a
pmit Stich a data transmtission schenme as already been iniple- reviesr. in Oceanic sountd scattering predirioti. Plenum press. N It

- menited on the microprocessor as wec use Ii as a spoolinig interlace Andersen atid B J 7,thiurattec eds . ppt 493-527
between our LSI.l11/73 mtinicomputer atnd the liscari recorder for
purst-promtcssimig operations anid for Play bamtlil front iligitalty tape. 8 Hait. R W.. 1948. Sound scarterers in the secm J M1arine Res .
recoriled stata Vol VII. Nra 3. pp 393.409
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Modulation of Short Wind Waves

by Long Waves*

Jerome A. Smith

*Reprinted from Surface Waves and Fluxes (G. L. Geemnaert and W. J. Plant, Eds.), Vol. 1,
Chapt 8, pp. 247-251 (1990).
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Chapter 8

MODULATION OF SHORT WIND WAVES BY LONG WAVES

JEROME A. SMITH
The Marine Physical Laboratory of
The Scripps Institution of Oceanography
University of California, San Diego A-013
La Jol!a, CA 92093

1. Introduction

The behavior of short surface waves (wavelength less than a meter or so) riding on longer
wind waves or swell has sparked interest for several decades now. In the problem as posed
here, the energetic waves near the peak of a wind-wave or swell spectrum are treated as a
large-scale. slowly varying "medium" in which short gravity-capillary waves evolve. This
"WKB approximation" should be well founded, since the time and space scales of the long
and short waves are widely separated, and no reflections of the short waves occur. Short
wave "packets" or "components" are examined independently as they evolve under the influ-
ence of slowly varying winds and currents, and later reassembled into a larger picture.
Resonant non-linear exchanges are not explicitly included, although (for example) a "packet"
might be regarded as a set of tightly coupled wavenumbers rather than as a pure sine-wave
component.

This should be considered as a kind of "thought experiment." Beware of any who claim
to have solved this problem: There remain too many ill-known or even unknown aspects of
the total interaction of long and short surface and surface shear layers to hope for a final solu-
tion. However, by combining physics and physically motivated hypotheses with as many
observations as can be brought to bear on the problem, the possibilities can be greatly
reduced. Some qualitative conclusions can be reached, and directions for further work indi-
cated (on ooth the theoretical and observational sides).

An eclectic review of the history of the long-wave/short-wave problem is given next, with
apologies to the many whose contributions are neglected. A good starting point is with obser-
vations made by Cox (1958): His surface slope and elevation measurements showed a mean
square surface slope which was highest near and just ahead of the peaks of the longer waves
generated mechanically in the tank. Later, M.S. Longuet-Higgins (1963) showed that
"parasitic" capillary waves are generated by sharp crests, with group velocities equal to the
long wave phase speed. Also, in a now famous series of papers, Longuet-Higgins and
Stewart (1960, 1961, 1962, 1964) defined a surface wave "radiation stress," describing
changes in momentum flux due to the interaction of surface waves with larger scale (in the
WKB sense) flows. These analyses showed that long-wave orbital velocities alternately
compress and expand the shorter waves, leading (in the absence of growth and dissipation) to
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maximal amplitildes at the crests of the longer waves, but with no net exchange of energy
over a full long-wave period. Phillips (1963) then noted that, being of larger amplitude yet
shorter wavelength at the crests, t'.iese short waves were likely to dissipate preferentially
there. Since the "excess energy" of the short waves came from the long waves, he
concluded that this results in damping of the long waves. But. Longuet-Higgins (1969a)
pointed out, these short waves also carry momentum, so their dissipation must also result in a
transfer of momentum, acting like a variable stress along the long wave surface. This vari-
able stress acts on the long-wave orbital velocity, resulting in an energy transfer much greater
than Phillips' damping term. and which favors growth when the waves go in the same direc-
tion, and damping when opposed (e.g., swell propagating into the wind). Since the observed
growth rates of the longer wind waves are larger than those calculated by, e.g., Miles (1962),
and since swell are known to be damped effectively by an opposing wind, this "maser
mechanism" fit rather well into a perceived gap in the theory of surface wave generation.
The reign of this "maser mechanism" was brief, however. Hasselmann (1971) pointed out
that. in addition to momentum, the short waves induce mass-flux. When the short waves dis-
sipate. they create a mass divergence (or convergence) at the long wave surface. Since the
long-waves' surface elevation corresponds to gravitational potential, Hasselmann (1971)
showed that a transfer of potential energy also occurs, exactly canceling the "maser" term,
and leaving just Phillips' damping once more. A few years later, two groups (Valenzuela and
Wright 1976, Garrett and Smith 1976) independently noted that Hassclmann had assumed no
correlation between short wave growth and long wave phase. and that this term can result in
net transfer to the longer waves. A simple physical interpretation is easily devised: Consider
a surface layer (thin compared to long-wave scales) which contains both the short waves and
the surface wind-drift. Then. when the short waves dissipate, both the momentum and
corresponding mass flux are merely transferred to the "drift component" of this layer. In
terms of the underlying long wave. it makes little difference which component of the surface
layer carries the momentum or mass-flux, as long as it's still within this surface layer. On
the other hand, variations in short wave generation represent momentum gained from the
wind, and so change the total surface layer budget and can therefore affect the long waves as
well.

At about the same time. work by Gent and Taylor (1976) suggested that variations in short
waves amplitude would also affect the long wave growth indirectly, by acting as variable-
sized "roughness elements" and changing the air-flow over the long waves. Put very simply,
for potential flow of air over the waves, the Bernoulli effect gives rise to a large pressure
variation which is in quadrature with the vertical velocity, and so does no work. Any slight
change in the phase of this pressure field, induced (for example) by variations in the turbulent
shear stresses, could therefore greatly alter the long-wave growth rate. The short waves can
act as "roughness elements" for the airflow over the long waves. Therefore, it's not too
surprising that the modulation of short waves can bring about enormous variations in the
phase of this induced pressure field. Thusin addition to the "direct" effect alluded to
above, variations in short wave generation can also alter long wave growth indirectly, by
altering the airflow. The results of Gent and Taylor's (1976) aerodynamic model indicate that
this effect may be quite large for under-developed seas (with long wave phase speeds less than
the wind), but may be less important for waves (swell) moving with or faster than the wind.
A major conclusion of the present study is that more work along these lines is sorely needed.

Keller and Wright (1975) approached the problem from a different perspective. They and
their associates at the Naval Research Laboratory had been making pioneering measurements
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and downwind-directed "looks," they could effectively remove variations due to tilting of the
surface from the intensity of the ret,,rns, leaving mainly those due to modulations of the short
Bragg-resonant scatterers. What they found was surprising: the measured modulations of
short wave energy are as much as 15 to 20 times the long waves steepness, not the measly 2
times or so derived from the conservative interaction. Also, the maximum amplitudes appear
just ahead of the crests, rather than at them. in agreement with the earlier observations by
Cox (1958). It is important to realize that, with tilting effects removed, the radar scatters are
from an essentially fixed wavenumber, rather than a "fixed wavetrain." as considered in the
theoretical treatments. Straining by longer waves changes the wavelength as well as ampli-
tude of the short waves. Viewing a fixed wavenumber, energy is effectively transported from
adjacent spectral bands. For a typical "equilibrium spectrum" of gravity waves, the energy
(amplitude squared) goes about as k-', so this spectral transport can be significant, in fact, it
would raise the "conservative'" modulation to about 6 times the long wave slope (2 from
afnplitude modulation plus 4 from spectral transport). For the observed short %,aves (near the
gravity-capillary transition, and near the viscous cut-off as well), actual spectral slopes can be
greater than k -4. By introducing relaxation towards an "equilibrium spectrum," Keller and
Wright could reproduce a maximum slightly forward of the crests, as indicated by the mea-
surements. However, even with measured spectral slopes, the predicted amplitude of the
modulation falls short of the observed levels. A higher-order model (Valenzuela and Wright
1979) does not improve this. Thus, Wright et al. suggested that the "equilibrium level" is
itself modulated by the long wav, environment.

With the work of Keller and Wright (etc.), and with the development of remote sensors
such as SAR, scatterometry. etc., which depend on the behavior of such short waves, the
focus of the problem shifted from the effect on long wave growth to accurate modelling of the
short waves themselves. Some work had already been done on coupled shear-flow and short
wave development (e.g. Valenzuela 1976), and on triad interactions which operate effectively
near the gravity-capillary transition (e.g. Valenzuela and Laing 1972). But, to improve on
models of the short waves requires observations as well as theory. Thus, there followed an
inspiring series of studies on growth rates (Larson and Wright 1975, Plant and Wright 1977)
advection by wind drift (Plant 1982 and 1987), and the short wave modulation under various
wind speeds, swell steepness, directions, etc. (Wright, Plant, and Keller, 1090; Plant, Keller,
and Cross, 1983: Keller, Plant, and Weissman 1985; etc.).

Some of the salient features of observed short-wave modulations are summarized by the
results shown in Figs. I and 2 (from Plant et al. 1983). These show measured 'modulation
transfer functions' (MTFs) for two wavelengths: 2.1 cm (Fig. 1) and 12 cm (Fig. 2), from a
variety of cases where the wind, waves, and radar "look directions" are all parallel.
Although the MTFs (defined as backscattered intensity modulations divided by the lorg-wave
steepness, UL/CL) include other effects, the major features reflect the modulation of the
short-waves themselves, at a fixed wavelength. There is a consistent decrease in the magni-
tude of the modulation with long-wave (driving) frequency, and the phase of the modulation is
stable, with maximum amplitudes occurring around 0 to 300 ahead of the long-wave crests.
Finally, the X-band (2.1 cm) modulations decrease with increasing winds (over the range 5 to
14 m/s), while the L-band (12 cm) modulations are relatively insensitive to windspeed (in the
range 7 to 15 m/s),

Here, a model for short wave behavior including growth and dissipation is developed. The
dissipation is based on a wave-steepness criterion which depends also on the wind-drift pro-
fl'.. Perturbations about a mean balance between growth and dissipation of the short waves

115



are considered. The model is first "tuned" by comparing the "predictions" of this mean bal-
ance with observations of backscatter vs wind (at X and L bands), and with observed
high-frequency/wavenumber spectra. To first order in the long-wave slopc, there is a damped
harmonic response, as in the relaxation model of Keller and Wright (1976). As noted, the
total "conservative" forcing is too small to explain the observations. Of the mechanisms
investigated here. only large variations in the wind stress can account for the large observed
modulations. Considering variations in both the direct generation and dissipation of the waves
due to the forcing of the surface drift, estimates can be made of what wind stress variations
are required to explain the measured observations.

The organization of this chapter is as follows: First, general equations for the interaction
of surface waves with large-scale flows are reviewed, and phrased in terms of the mean and
wave-induced momentum (Section 2). Section 3 focuses on the long-wave/short-wave prob-
lem within this formulation. The short-wave growth rate is prescribed as an arbitrary func-
tion of long-wave phase, and an expansion in long-wave harmonics is introduced. Section 4
proceeds with a hypothetical model for short wave dissipation which depends on details of the
near-surface wind drift, Iti Section 5. a drift model is developed to describe the effects of
modulation of the wind drift by the "long-wave environment." including variations in wind-
stress as well as direct straining. Finally. results are combined to estimate the net modulation
of the short waves. By comparing results with observations, some ill-known parameters in
the model (such as the magnitude and phase of wind stress variations with the long wave) are
examined for self-consistency and plausibility. At the same time, sensitivities of the model
results help to indicate which of the many "unknowns" are most in need of investigation.
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The Newtonian " I,
IiGravitational Constant I !

On the Feasibility of an I
Oceanic Measurement ,
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John A. Hildebrand', Alan D. Chavel, DAUOF PsUCAIIN
Fred N. Speiss', Robert L. Parker', Fi 1. Composite of all measurements

of G from Cavendish-type experiments

Mark E. Ander', and Mark A. Zumberge' made since 1969 plotted as a function of
the date of publication. The quoted preci-
sion of each measurement is given as er-

Introduction tional constant is ror bars. The scatter between the values is
a measure of the overall accuracy of labo.

The Newtonian gravitational constant G is, G(r) - G. (I +(l +r/).e"j (3) ratory measurements of G and is about 7
a fundamental parameter of physics relating Positive values of a correspond to attractive part% in 10'. The sources of the data are
the gravitational force to the product of body exchange interactions, while negative values Ro9e , o 1969). Fnt and Ponlsu, 11970,
masses by an inverse square of the separa. give repulsive ones. The exchange term van- 19711. Pontiks; [19721. Renner (1974, Kara-
ton 6 has been meaured wih an accuracy ishes for large distances rh., and Newtonian ass:et at 119791,Land Luther ad T96,ag
of about 7 parts in 101 in individual labora. gravity is observed with gravitational constant to t of I 1979), and Luther and Towler
tory experiment% (e.g.. Luther and Tawln. G.. For small distances rW,, (2) is equivalent [1982.
19821, but the consistency of all modern labo, to Newtonian gravity with
ratory measurements is only about 7 part% in Go - 6,(I + s) (4) The results of these experiments are not
10 (Figure ) making i one of the most conclusive (although they are certainly sug.
poorly determined physical constants of na.
ture [cf. Cohen and Taylor, 1986; Gllies, 1987). This is the value measured in laboratory gestive) despite the care with which they were
For the past century, virtually all experiments experiments and is the same as the large dis. performed The mine estimates of rock den.
to measure G have been conducted on a scale tance value G. only in the absence of ex- sity are based on coring and hand samples or
(i.e., separation between test masses) of 50 fm change interactions. Astronomical nbserva- gamma ray logs and may not represent the in
or less, using a modification of the Cavendish lions cannot yield estimates of G. indepen. situ density. Current rock mechanical models
balance. In recent years there hat been in. dent of the mass of Earth or some other are not adequate to estimate in situ density
creasing interest in determinations of 0 over body, and precise observations are reqiiired wilh high precision from removed saisples.
larger scales than can he achieved in the laho- over distances of order X to detect posile principally because unloading effects are not
ratory. Some theoretical attempts to combine nnn.Newtonian effects, revertible A 1% discrepancy in G would be
gravity with the other forces of nature pre. The ratio of two measurement of 6 at dif. produced by a 1% error in estimating in situ
dict the existence of a fifth force in addition ferent ranges constrain cs and . to an allowed density, and errors in the estimated density
to the classical gravitational, electromagnetic, region in a-X, commensurate with the mea- for a considerahle distance about the mea.
weak, and strong forces. The fifth force sirement errors StVey et l. (1987) reviewed surement point mttt be considered. Further.
would produce departures from Newtonian the available laboratory, global, geophysical, more, the region surrounding a mine is cer.
or inverse square law gravity at mass separa. and astronomical data restricting a-k (see tainly inhomogeneous (or else the mine
tions of tens of meters to tens of kilometers. Figure 2). While the data effectively preclude would not be there). There is also a possible
Geophysical experiments are uniquely suited values of . under a few meters or over a few problem (recognized by Stacey) from deep.
to measure the gravitational constant at these kilometers unless at is smaller than can rea- seated density anomalies within the Farth's
scales, and in this paper we outline the ad- sonably be measured, the constraints for X in deep crust and mantle that can produce
vantages of conducting such an experiment the range of 10-1000 m are weak. anomalous regional gravity gradients and
in the ocean. Interest in assessing the gravitational con.

It is expected on theoretical grounds that stant over hundred-meter scales has led to a
departures from Newtonian gravity will be renewed interest in geophysical G experti- 0 RESTRICT0 oN i,
manifest by the addition of one or more ex ments. Measurements of the acceleration of I
change interaction terms to the classical gravi. gsavity g. the medium density p. and the loca- 2
tational potential [e.g.. O'Hanlon, 19721. Gib. tion r in a geological body can be used to 001 '4

bons; and Whilig 119811 give the potential en- back-calculate r(r) and bound a and .. Stacey 3

ergy V of two masses m and m' at a separation and coworkers have presented extensive data
r and affected by an exchange interaction sets from two Australian mines (e.g. Holding a 0
with wavelength hand coupling coefficient a t t., 19861. Their results systematically give

a value for G that is larger than the accepted
laboratoy value, and the discrepancy exceeds "

V -- G~m' r)( +a"%(1) the stated error bounds. Holding et at. [ 1986]

a where the force between the masses is use the most complete mine data set to obtain 0-02
a--0.007. X-200 m, although the constraints 1 o 1 0 00 t

F - GJ.(mssu' 1c( +afl +r/u),-"l (2) on hare not especially good. This suggests a Fig. 2. Restrictions on the parameters
and the effective (range-dependent) gravita. repulsive term in (2) and a maximum devi. a-k imposed by torsion balance expert.

ation from Newtonian gravity of about 0.7%. ments and the hydroelectric lake beam.
For a thorough reviewof these experiments. balance experiment described by Stacey al

'Scripps Institution of Oceanography, La as well as many other geophysical determina- al 119871 (left side) and surface to satellite
Jolla, Calf. lions of G, see Stacey et al. 119871. More re- gravity comparisons (right side). The

"AT&T Bell Laboratories, Murray Hill, cently, Hsi (19871 and Eckhardl et a. [ 19881 shaded areas are disallowed. Notice that
N. J. (Eos. January 12. 1988) have also reported constraints on a for 10 m<.<1000 m are

)Los Alamos National Laboratory. Los Ala. anomalous values for G from geophysical ex- very weak.
mas, N. M. periments.

Copyright 1988 by the American Geophysical Union.
0096-394 1/8816932/769$0 1.00
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)iel stetnanall) different alies fr (; at'a fire air gravity gradient, and tie second is one ol tile most quiescent paris of the world
given site. It is not known whelher deep the attraction of the slab itself *rhere terms oceans, with weak mesoscale variability and
anomalous bodies are present at tile above combine to yield a gravity difference weak mean currents below the main thermo-
measurement sites Further complications - g 4d -

An interest in performing geophysical-scale , - Furthe compl catAi can be avoided ithe
G experiments led the authors to plan two ef- where -y is the Earth's free air gravity gra- relatively energetic surface miyed layer above
fors. The first of these is based on measure- dient (-3.09 &Gal/cm: I Gal is I con so or the main thermocline and the benthic bound-
ments of g through a profile in the polar ice about I0) times the Earth's surface gravity ary layer near the seafloor are avoided. Den-
cap in Greenland [Andr d at. 19.186; Chafe rt field) and p is tile water density (which is sity and velocity fluctuations in the tipper few
a, 19871 and uses standiard laud genphusical close to 1,030 gm/cm' throughout the water hundred meters of the mid-gyre Pacific are
techiinlogv It was conducted iii the late sum- column). It is feasiule to acquire a gravity sihstantially larger than those at depth i dle

mer (f IR7 (Ent . jhb 14. 1I7), and ana4 ptclille mer all interval AX of .3010 in in niati, to wind,indiuced mixing. Similarl). the bot-
s i tie dalta is urtenitk titierwa% A more parts of the ncea., Using these approximate toinmost few hundred meters should be

acciiite expr-iment (unuhi (ted in the dcep values gistes asnided, both to mnitnu/e boundary layer
xeanius Icasible and is lesrribed here g - . 132 m(;al - 1545 inGal and topographic effects

Spectra of water velocities in mid-gyre re-

An Ocean Experiment 11st of (6) glnts are dominated by the harotropir
AnMit of the total gravity increase w, h (depth.indepenIdent) tides and internal waves

An oceatic measurcment or G was rst depth in tie ocean is due to the Earth Tie at periods shorter than about a day A good
su gesed y S teui 19781. 1 here are several signal containing (; is only that portion of tie e imat o te thaof the o ean can be

adsantages to an rxeatuir measurenment oh G gravity change that is due to the water (432 achieved by studying only these two types of
omer utie made oni land or ice I lie most m- m~al) I'o otbain a fractional uncertainty of i phenomena Oceanic %arability is weak at pe-
pottant of ihese are te high accurac% with - I x 10 in the value of G, it is necessary to riods of I-5 days, and longer period distur-
which water densmity catl tue measured in three measure g with an accuracy oft x 432 hances are effetively static on a I-week ex-
dimetsmons ii the oeann. tile ahility to make mGal = 43 s(;al Because the in situ gravity' perimental time scale. rhus the density field
gravity ileasurement at diverse locations: gradient is -2 2 CGal/cm. the depth of the at depth can be considered as a combination
tie aailability of Iong. coutinuits gtravity gravity meter must be known to 43 gGal/ 2 2 of two parts: a mean component which
profiles at the sea surface, allowing detection tIGal cm ' or 20 cm. The signal containing ; changes on a time scale of day- to mnnth%,
of deep mass anomalies. the relative siluplic- depends directly on the water density. so it and a fluctuating component. which changes
ity of sulsoceanic structure compared to lanl will need in be known to t x p or roughly on a scale of hours The mean component
sites: and the relatisely smooth seafluwir to- 0 0001 gm/cm). Finally, the gravity gradient may be regarded as stationary for a G enperi-
pography in many parts of tle oceans "1 he from ocean bottom topography will need to ment, and is easily measured to an accuracy
ocean slab is a thick antid iomogenenis entity: be calculated to an accuracy of 43 Gall 000 of a part in 10' using standard oceanographic
no other geological hody approaches it in ei- m - 9 (Gal/km This will require a map of techniques.
ther sire or unifornity of structure. I lie ma- the bottom structure having a resolution if A prominent feature of the deep ocean is
ior potential problems for an oceanic G ex- -5 m in depth. The flat slab dicussed albie the barotropic tides. which typically exhibit
perment are technical difictilies in the men. is a simplified model of the Earth A more surface displacements of I m or less. hori7on-
stirement oif tile Farth's gra.itautonal complex, ellipsoidal layered Earth has been tal water velocities of 1-2 cm aol ioriron-
acceleratin. I he ocean is in rntitiott ii a va. conqIdered and can be used to predict tie tal length scales of 1000 km or more A great
nety of temporal ait] spatial scales, ind tie gravity difference with an accuracy of I part deal of effort has gone into global ocean tide
precise measitrement of accelermunirs in suich in10' [Statey et at, 1981; Da/ten, 19821 modeling in recent years, antd it is now possi-
a niediun poses a challenge I Iweser. most itle to piedict the principal Earotropic tirles
of the developments needed to deal tith Oceanic Considerations with accuracies of 10% or better in the open
these problems have already been made. and ocean (Schwiderki. M0801, A simple estimate
careful integration of these will yield the re- The oceanic water mass moves under the of the gravitational effect of displaced water
quired sensittiity Overall. an accuracy of 2-3 influence of a variety of forces 1 here are associated with the tides may be made using
parts in 10' for G slinuld be possible in the two different types of phenomena that must an infinite slab Bouguer model, yielding Ag
ocean; this is a substantial improvement over be considered: density fluctuations that can - 40 I.Gal. This number is reduced when
any ice experiment and even approaches the alter the local apparent gravity, and vertical consideration of tile solid earth deflection is
accurac% with which Cavendish experiments accelerations and east-west velocities that may included In any case. correction to 10% re-
can be performed (see Figure I). affect the gravity measurements The first of duces the tidal effect to below 10 tiGal. Simi-

A scenario for .in ocean G experiment con- these is only significant if the density fluctua- larly, the vertical acceleration imparted by the
sists of five components- tions are local (i.e.. in proximity to the gravi- tide may be obtained using a simple harmon-
* measurements of tile Earth's gravitational meter) or if their length scale is large con- ic model a = w.a

t
l where w is the angular

acceleration g along a 5000-m profile in the pared to the measurement depth. In particu- frequency and If is the tidal displacement
water colunn lar. density perturbations from small-scale This acceleration is about 2 IGal for a semi-

* measurements of the depth and horirontal phenomena like surface gravity waves are not diurnal tide, and about 4 times smaller for di-
position at whidh the gravity measurements important at abyssal depths. The second phe- urnal ones. The horirontal accelerations are
are made. also yieling the east-west veloci- nomenon consists of instrumental accelera- comparable. Therefore tidal accelerations are
ty and accelerations of the gravimeter at tions that are only a source of error at the completely negligible, and correction for the
the time of measurement level at which they cannot be detected and shifted mass associated with the tides, while

* determination of the seawater density as a corrected. Since the characteristic time scale not neglectable, is easily accnmplished.
function of depth anti horni7ontal position for deep ocean motions is several hours, this Internal waves occur due to water density
relative in the gravity measurement site can be handled by careful acoustic tracking gradients and they are a ubiquitous feature

* correction for the gravity field due to Considerable difficulty can be avoided if a of the deep ocean Motions due to internal
sources other titan the slab of water, eqpe- relatively benign part of the oceans is chosen waves range from the local inertial frequency
cially seafloor topography anti sediment for the experiment Regions of intense cur- (- I cpd at mid-latitudes) to the buoyancy or

* tutegration of all of these to yield G attd. Ity rents should certainly be avoided. This pre- Brunt-VItistl freqtency (I cph or less) 'I lie
comparison with laboratory values, its vari- cludes operation in the western half of north- horizontal length scales of internal waves
ation with mass separation ern hemisphere ocean basins, where botnd- range from meters to kilometers, with tile

ary currents and mesoscale eddies are larger waves occurring at lower frequencies.
Geophysical Considerations dominant; coastal regions. where intense mix- Below the thermochne, tile density fhuctua-

ing can occur; equatorial regions, where tions due to internal waves are a negligible
Consider a flat slab of water having uni- strong current shear is c6served; and mid-lat- contribution to the observed gravity. Density

form density and overlying the Earth. Two itude convergence zones like that near 42"N. fluctuations above the thermocline may be
effects determine the difference in gravita- where density and current fluctuations are larger, but their effects will be small in the
too ial accelerations g between points on ei- comparatively large. By contrast, the mid- ocean's interior because of their small length
ther side of the slab The first is the Earth's gyre region of the North Pacific is ideal; it is scales
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Internal waves are the dominant source of gravity graient% are %itiall In addition. in a I-rn sea it only a few cm [Rimisieh. 196l41
acceleration noise for an ocean G experimtent strong eolsraints can hie placed on the rock. No conventional ship can approach this IA-vel
The power spectral density of '.ertical accel- water deosit) contras t) conducting a sea- of performance. Thle motion experienced by
erations from internal waves may be coimput. floor gravity %*.rvey immediately about the~ the package can bhe reduced by another factor
ed from the Garrett.Munk displacement measurement tile using an tcean bottom gra. of -3 throu It use of an accumulator on the
spectruom (Slunk. 19811, scaled by Its. The vimseter froits a surface %hill. Comparisoin of toplide winch.
mcimn4cqoared vertical acceleration is found the ocean lititon gravity field anid the civ at
by integrating over frequency and summing surface gravity field alone can yield an esti. Measuring the Position
over all posvsible motdei 1 his ginev an rm% ac. mate of (; (anld itscitale dependleire) tli-it is
releratioin of ahout 1.3 m(;al at tile have of accurate to aihoiii I part in I10' Alt expeii I wo trndependetit methods can he tivei for
[lie mixedl layer and abouit 20 IL(;al at lite sea. tion it) ohiamtiiiths tneascireiiiit beliing prciel% locating tile gravity meter's poition
floor 1 bere airelerratotis can lhe correcteid In vipportied h% lte Office ofl Naval Rrqeari I in the w ater collison One method itivolves
msonitoring lte losit roieit poiiviimw aroi. andI %,Ill lie condulctedl li) the aiiill~t loing site of acromsic traniponder% it) oleasire lte
calls. %tlole lte time .Cal"i on %lotn Iihey mw- the %cinter ofl Jutg range between lte gravitier anld a set of
cur are anl histi or mire Simtll. it can be Regional effect%. Large-vrsle regional el. known. fixed location% oit the icalloitr Con.-
shown ivig thle Garrett-ttink spectrum that frcts iir itnrerogied tleiisy vaiioti t hning three or more tanvponder rantges al.
the rons horiyontal accelerations aire at most depth within the FEardh cotild cauv~e aim animm- IIIwv calculatios of lte gravimeter ptvition iii

2 4 ni~al and that they are reducedl uttaia aloiiv liiia .in gavit) gradient 1 hi% can lie dlealt boith the horizonstal arid the vertical A favor-
tially at depth with in qevertsl ways% Firvt. long. wavlengmhI a ble geometry would inucludce one tralispon.

In rommcltimon. dcnvuts Ototiialiiov% avvciat. (low degree) term-.v it svatellite geotid dit call iler placed on the veafloor beneath the gravi.
ed with the most commoni higls-lreqiemy he used to evilmate tile otre oif large-scale meter package andi three tranvpiindrrv placedl
oceanic oltion. except the hatuitropic title%. gravity aooioalue%; av the waveletigths gets in an eqitilaicral triangle around it Th trait-
are ot sigiicatnt Cuirreciii for tile title% Is larger, the atuiiiateil grity gradient tie- vpoimrler dlirectly hcottle package pin.
atcompllei iiving statiiharil inoiuelt Ocean. creases I he lateral tmidulatins of lte geoul vileisits depth. wlierea thle triangle of Iran-
Indtuced acceleratuion% may he %igmitfirant can be related to lite vetical gradient in gray. %potnters providles Informattont the lateral
when coimparedl in the ineasmrent acciutacy iiv ilirosuglII Laplai e'% equiatihin. Secrind. more inrtAewti omatvne.d.
b11t tlia% lie ii, lc tel vitice I1mev ,iiil on a liv alircil effe~ ct n e oildireqved by analsir ve %igoiei fur ceutinicler puivitionitig ai uracy ili

long tline scale of sluipbuiari gravity dlata archived ait majior geodetic wiirk l5poit. 19t851 iv especitally sitt.
oceanrigrapmic tnviitinniv Finally. nmndeling able for this application. ro olitaii centimeter

Site pecifc Conideraionaof large-scale bathymetric feattures, inch av accutracy. a vurvey tifsotind speed moiist be
Sit Spciic onsdeatinsfracture Yonr% can he coniducted. Thmese r co rncltiedl along tile tiransponder voiti

Site selection. %lntoning tile gravity %1g. rAtlli addiiona hemesieehi aygohv-nithodsi for eertonth
niatures front local grophmyvual stritirev and cal experiment to determine G anid are not Autdiiialtemttgte
from oceanic ciindiiiii are lte picpaci- unique to art oceani experiment Ilowever. lte package depth involtei meavuremnlt of the

teria for sie velecion One thesirahle site avilability of lte %aiellitedetved Oceanic ge- aititprsreUdrteIdrvacap
characteristic tv a toltttili of iscan boiiiii aid ita;,kc correction for large-vcale effectv hiroximatioti. the tdepth is given tf thie tlenity
tompographty: large scale topographic featire% relatively vsiple for an ocean experiott i% known. tile latter cats be coripitec from a

inchcndroiv aepraue andnitiv ridges ii iciclesshiti
iihe aoill Irniil, ids. re n ii c ot o p net o h profiler on the telemetry package I'rtileniv

be msidif n aditin. egini. f cola I ompo ent ofthewith long-term drihi of the lirevire galige
betweein oceautic asiih iinttnemtai criiss liorilil Experimient will ouccurc atir cati lie ailtrevicil Iv recordiing
I- vltitietrdile its Ihe gravity gratiltnt creat- its. reading at niked I itini iit( lite wiire on
cii iv dilleretticl it) deep crul situ1 htill"- Measuring Gravity in an Ocean Slab eai 11 ptrofile titroutih lte water riiltutitI I low.
iplieric ltute. I lie oceanic probletit ever, prevviire restrernentv ate limited ill
menitisnrd tiltihe last vection also require (rsvity meatiretntv can be made within accuracy In htsterests and effects from non.
considerattion the ocean slab iving a LaCoite. Romberg ion hydrostatic water mnotion%. they cannot lie

I lie itmiitin tiipograpihic- relief that can derwaier gravimter rThi% is a version of thle relied tupont aliiiie i) piroividelte iitt iiett
lie cxlifclediIniituoetmeti areas io tile standard LaCosme-Rontherg land gravity tne. dleth with atleitlie preciiton. nor (.at, they
seafliwir is dlime to altyssal hills 'I hese are lIt- ter adapted fur remote operation at tile eiid give necesiary iinfortmattion on horiontal ye.
cated feattireit uitle to normal faulting and of a wire and in a pressure cave These in- lociiev artid accelerations. A careful appritach
lame an average wavemglm of 5 ksm anti an vtruments have a repeatability of better than wouilid utilize boith of these teclnitiir at tile
amplitude of 100t-200) m I lie ocean soitin 20 tc~a1 with reading times on the order of a same tine to prouce ionic iedmilmlanry.
%ill acqire tocreavitg amlount of vethiment few minutes Adtlimonial tnfornmatioin is nteededi on lte
with age which %ill smooth the apparent yea- A possible vcenario for water-column gravi. tiorth.sriiih position of tile gravimseter for ac-
floor topographty I lowever. sedimettied re- ty measurementfs consists of two separate corate latitudie correcliti anti tile eavt-west
giotis mai iiiidesirable because the clenvil) packages, one for telemetry and another for velociy for accurate F.6tvds corrections. At
contrast between the sediment and the base- gravity measurements A soft tether would mid-latittides. north-south lateral positioning
ment will introduce gravity graidients fieaVily connect the two packages and dlecouple mo- of -50) m is reqtired for I part in 10' deter.
seilimented sites may require extensive (and tion of the telemetry package from the gravi. minaion of G, and this iv easily actoisiplisliel
expensive) seismic reflection surveys to map ty sensor. I lie gravimseter package would with a properly iurveycil acoustic tratispon.
ihe regional depth in thle hasemeot topogra- contain the ILaCoste-Roniberg irvitinient, a der network. Lsst-weit veloscity of the grayi.
phy. 2nd it is uncertain if such a survey precision preisture gauge, a transponder meter will change tile centriftigal acceleration
would have stifficient spatial resiluition. It is pinger. and a buioyancy compensation chains. that it experiences arid is correcteid by the
preferable to work in a lightly selintenteh bee. Am each gravity station the buoyancy Eotvds term. At toit-latitudes and for -Iveloc.
area where multibeam sonar can be tised to compensation chamber trims tile gravimeter ity of 2 cm/v the Ecitvos correction is -206
map the b~asement directly and precisely package for neutral buoyancy. This can be uuGal. Velocities of this order may be enrion-

A site suirvey ibtitld be cotidiicied in obtain accomplished with a comprestible fluid for tered dute to internal waves and tile tuarotro.
a detiled niap of thle regional hailiytiitry bulk compensation and a small ptimpable Pie tides, bitt correction for their effects can

- 1 lie Sea Besin multilseam sonar systemn pro- Chamber for fine compenwaion control, be accotnplished dlue so ihe long time weales
ymdes elevation of the ocean bottom with a To minimize the motions induced on the on which they occtir.
precision of better thtan 10 mo over a 2010 In, gravimetee package from the stirface. it is
by 200) m footprint A shipboard gravity stie- beneficial to tive the research floating Instits- Measuring Density
vey (- I in(;nl accuracy) shoold alto be con- ment plattform (FLIP) as the support vessel
ducted dluring the site survey The intent of for the measurements. FL.IP is a 100 Ins long Th le large-scale. nearly stationary part of
the shuipbsoard gravity survey is to providle in- spar-buoy scirface platform that can he ans. the oceanic density lielt] can he measured tit-
formationi ion ensity conitrasus within the chored with a three-pint mooring at fill ing conventional GTI) instroiiniatton atuc
c.cean basement rock, to delineate the effects ocean depths She is designeci to reduce the an empirical equation of state for seawater
of the topography on tile gradient of gravity effect of 10- to 20-s ocean swell by at leait a j[lilleus et al., 19801 With careful precruise
as dliscussed above, and to ensvure that local factor of I0, so that her vertical displacement and postcruise calibration and the te of sa-
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linity check samples (which are measured on an error budget shown in Table I. 1[he pre-
board-ship using a salinometer). a standard RMS GRADIENTS IN THE OCEAN dicted ocean experimental error AGIG of 2.7
CTD profiler can measure temperature to a x I0' is within a factor of 4 of the best labo-
millidegree and salinity to 2 parts per thou- ratory precision of 0.7 X 104 and is compara-
sand, yielding the density with an accuracy of -- to' N stOwss SIGNAL) ble to the overall accuracy with which G is
a few parts per million. Depth is measured .5 known.

using a quart? pressure gauge, and the accu-
racy of the measurement is limited by hyiter.
eis effects to about 1-2 m. This is more than - TTEPAIN SIGNAL _____nty__ n

adequate to characterize the large-scale densi- 0' Effect on
ty field. Source of Absolute Ao/o

A detailed CTD survey must be made at to Uncertainty Error x O"

the location of the gravity measurements, and
for a distance of -25 km about the measure- gravity
ment site. The errors associated with termi- ; record 50 t..al 1.2
nating the survey at 25 km are at the I part package
in 10 level in g for any reasonable estimate w depth 20 cm 1.0
of oceanic density fluctuations. Lateral densi- seawater
ty changes associated with baroclinic meso- 0 density IX 10- gm/cm' 0.1
scale eddies may be the largest source of local 0 200 4000 basement
density contrasts in the experimental region. DEPTH OF GRAVIMETER (m) (tensity 0. 1 gm/cm5  2.0
An eddy of 100-kin size may produce a frac- Fg. 4. The ront-mean-sqtare gravity basement
tional density change of 4 parts in lot. Fur- gradient as a function of depth in the wa- topography 5 in I 0
thermore. other density contrasts, especially ter column produced by a 1% non-Newto-
those associated with poorly understood nian signal (800 tiGalkm) compared to total 4GIG .
fronts. may be present in the experimental the uncorrected basement terrain signal uncertainty 11 error,"J]4 , 2.7x 10.4

area. A CTD survey provides the best way to using the bathymetry from Figure 3 and
be certain that the density field is adequately the uncorrected sediment signal using the
known, model described in the text. For I part in An experiment such as the one described

10' accuracy the terrain and sediment sig- in this paper is multidisciplinary, requiring
Terin and Sediment Correction nals must be corrected to about 8 LGal/ geophysics. physical occanography, and ocean

The density contrast due to basement rock km. engineering. The goal of thts experiment isThe ensty cntrst ue t baemen rok Ito use the ocean as a natural laboratory for
topography and sediment will affect the local
gravity gradient. To quantify these effects, Figure 4 shows the rms gravity gradient measurement of the Newtonian gravitational

the bathymetry can be modeled as a one-di- computed from the topography spectrum of constant at a kilometer scale length. This is a

mensional stationary random process, exploit- Figure 3. The gradient produced by the den- unique opportunity for geophysical tech-

ing the strong lineation seen in most seafloor sity contrast at the water-rock interface is niques to contribute to fundamental physics

bathymetry. Figure 3 shows a power spec- small compared to the predicted non-Newto. by testing the existence of intermediate-range

trum of the seafloor topography at a site in nian gradient for measurements made in the gravitational forces.

the eastern North Pacific (36N, 137'W). Ne. water column above 3000 m. The gradients
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ENVIRONMENT
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ABSTRACT

Boundary acoustic reverberation can leak through the known or unknown. with known probability density luie-

receive beamformer sidelobe structure of an active sonar tion The paper then examines the performance of two

system and mask the presence of target echoes. Two detectors representative of the detection approaches dis-

classes of active sonar detectors designed to combat boun- cussed above using a -?verberation simulation generator

dary reverberation are developed In this paper and a two- (REVSIM) 1101 presented at IC'SSP88. The performance

beam active sonar scenario is set up Based on a special comparison Is made in terms of detector ROC curves.
reverberation generator (REVSIM), the Monte-Carlo derived
performance of the two systems Is then evaluated and 11. OCEAN ACOUSTIC REVt.RBERATION
compared through their ROC curves. In general, the performance ot underwater systems is

limited by external noise sources and not Internal (thermal)
1. INTRODUCTION noise. In the absence of hostile jammers. this external

Acoustic reverberation is a phenomenon which active noise usually is divided Into two main categories, namely
sonar systems have to combat. Boundary reverberation ambient ocean noise and reverberation. The systems con-

(surface or bottom), can leak through the receive beam- sidered in this paper are assumed to operate In conditions
former sidelobe structure and mask the presence of target which dirtate that performance is reverberation limited.
echoes. One Intuitive approach to the detection problem Reverberation is the result of scattering of energy orl-
suggests the use of an adaptive beamforming structure glnating from the propagating pulse, by inhomogenelties In
which dynamically steers spatial nulls In the direction of the ocean and its boundaries. In some respects, this prob-
the boundary patch (surface or bottom) responsible for the lem is akin to the radar "clutter, problem. Reverberation is
reverberation, followed by a matched filter. The adaptive usually divided into three classes, namely, surface, volume
structure is known as a noise canceler Ill. It is not at all and bottom reverberation. Irregularities in the ocean sur-
clear that this noise canceler structure yields an optimal face and the acoustic impedance contrast of the air/sea
detector (under any optimization criterion). inplementa- interface, gives rise to surface reverberation. This type of
tions of such adaptive beamform;ng structures which take reverberation varies with wind speed and transmission fre.
advantage of the spatial separation between desired signals quency 111.131. In the ocean body, air bubbles, suspended
and boundary reverberation contaminants are presented In sediment, thermal Inhomogeneltles, fish, plankton, and
121 Additional relevant references are 13.41. other biological sources are the main contributors to what

Another approach suggests trelng the problem as a Is classified as volume reverberation 1141. Bottom rever.
whole right from the beginning without imposing intuitive beration is caused by energy scattered from the sea floor,
components on the processor structure, and using all a- and Is highly dependent on the sea floor type. Both particle
priori knowledge available. Detection theory provides us size and bottom relief are important factors 115,161.
with a mathematical framework out of which optimum pro. In general, ocean acoustic reverberation has a very
cessors can be designed. The processor will evolve out of complex nature and a highly variable power spectrum. In
the mathematical solution of the problem, and will not be some situations, where the sonar Is fairly close to the
restricted to using familiar structures. ilere. any uncertain ocean boundaries, or when its sidelobes are pointing
parameters are treated as random variables and all towards those boundaries the energy reflected off of the
knowledge about them Is summarized In a.priori probabil- boundaries makes a significant contribution to the range.
ity density functions. Doppler map. This contribution usually has a sudden onset.

Although Bayes optimal processors have been derived may appear at nonzero Doppler frequencies, and therefore
for the case of volume reverberation 151, little work has may mask legitimate sonar echoes.
been done which takes advantage of a-priorl knowledge of A typical range-Doppler map of a reverberation retttrn
the time-evolving spatial characteristics of boundary rever- is shown in Figure 1. It was generated using a reverberation
beration Related Bayes optimal work concerning Interfer- simulation package (REVSIM) developed for this research
ence sources of certain and uncertain (but not time vary- and presented at ICASSP88 1101. Here, the vehicle purpose-
ing) location Is contained In 161 and (7.91 respectively, fully was given a relatively high speed (30 m/s) so as to

This paper considers an active sonar scenario In which well separate boundary reverberation from volume rever.
the sonar array is placed at a relatively shallow depth and beratioi in the frequency domain and make each of them
Is prone to surface interference. The array depth Is either well defined The range-Doppler map also has been left
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shifled In conpensate for tine vehicle own speed lie hlere, a classical detection theoretic approach is
sonar array is placed at a depth of 100 m. wherp tile ocean applied to tihe processtng of a vector time series That
depth is 400m. 1he transmit beam illuminates a sector ±75' vector may be composed of the single array element
In elevation, and the receive beam spans +60*. Early In the outputs, or of some preformed beams. An optimality
ping, around 0.1 sec. the onset of the surface reverberation criterion is chosen, and then the processor structure Is
Is easyly seen. It slowly creeps towards 0 Doppler Joining allowed to evolve freely out of the mathematical solution
the volume reverberailon Around 0.5 sec. the onset of of the problem. Any uncertain parameters are treated as
bottom reverberation appears. It. too. then slowly Joins tine random variables and all knowledge about them Is
volume reveiberation until around I sec the two spectral summarized in a-priori probability density functions.
peaks becme very close.

IV. TWO SONAR PROBLEMS AND THEIR
Ill. SIGNAL DETECTION IN BOUNDARY REVERBERATION CORRESPONDING DETECTORS

lIadilinnally. qonar ,ystetis have disrrni-unated fie problem sttling is as follows an active sonar
.1t i.nin n hnnnlin'ian y Ievnibiealinluti y lofinling fived i t'i lnc ing -v irml is. inlnledi ml aln n tidntwalir Ilat formin whilh I s
bealins whlich iave low sidelobe characteristics Inn tine submuerged it shallow water lite ocean depth Is chosen
diection of the ocean boundaries. Ilowever, tile energy such that there Is a significant no overlap zone between
lINKIng through the low sidelobes may still be a major tile two boundary (surface and bottom) Interferences, and
contributor to tile overall noise background level. therefore only one of them Is considered, meaning tite
Furlhermore. since tine sonar system can be moving and detection decision Is performed in the no overlap zone.
varying its depth in tine water column. the direction of Tine platform's depth in tile water colunmn Is either known
bonidany reverberation is not fixed, or has a known probability density function. Sound speed

lite above reasoning led many researchers to propose profile% are assumed Isovelocity, i.e. acoustic energy
using an adaptive structure in order to track the propagates through the medium In straight lines. The
iterference direction and place spatial beamformer nuills platform Is completely stationary In the water column. i.e.

in that direction. Such a beamformer may learn the effective own Doppler speed Is zero. The sonar's front
contitnuously the boundary interference direction and end is a four row sensor array whose preformed beam

adjust Itself to cancel It out. thereby enhancing signal to outputs are available to the processor In the form of a
noise ratio and improving tine detection performance. sampled vector time serie. The preformed beam ensemble
Implementation of snch an ad-hoc structure follows the containis a sum beam which Is formed by summing all row
lines of the well knonn adaptive noise canceler. In outputs, and a difference beam formed by subtracting two
addition to a main beam which receives well In the desired adjacent row outputs. It Is further assumed that the
look direction. one or more reference beams are formed. transmission pulse is narrowband, that the Incoming signal
The reference beams receive well In the direction of tine characteristics are completely known, and that the target Is

bouindary Interference. and have spatial nulls In the main stationary. Tine sonar Is assumed to be limited In
look direction The output of the Inain beam contains both performance by acoustic reverberation and not by ambient
ite desired signal, and a contaminant which is the ocean noise

contribtitlon of line boundary interference leaking through Depicted In Figure 2. 1hlie two sub scetnarios. are as
side lobes or tine edges of the mann lobe Ideally, tine follows
ieference beams contain only a replica of the interference

hlie output of the reference beam, or beans. Is processed i. Platform Is at a fixed, precisely known depth
by an adaptive filter and then subtracted from the main 2. Platform is at an unknown depth, but the depth
beam line adaptive filter tries to provide a good estimate probability density function
of the Interference portion of the main beam output. and Is known precisely.
the final error output Ideally contains only the desired As discussed above, one system developed here uses
signal Implementation of such adaptive reverberation an ad hoc engineering approach. and Is Implemented using
cancellation schemes is reported In 121. The boundary an adaptive noise canceler followed by a matched filter.
reverberation canceled output of tine adaptive structure can The second system Is developed following classical
now lip treated as containing a known signal In noise (tine detection theoretic principles. and Implements a likelihood
volume reverberation), a classical, solved problem, ratio detector. Figure 3 depicts the structure of the two

Another approach suggests treating the problem as a detectors.
whole right from the beginning without Imposing Intuitive Since the transmitted energy is propagating through
components on the processor structure, and using all a. the water, the boundary Interference direction Is changing
priori knowledge available. Detection theory provides us constantly In the case where platform depth Is known
with a mathematical framework out of which optimum exactly, tile Interference direction is also known exactly.
processors can be designed. The processor will evolve out When there is uncertainty In platform depth, It translates to
of the mathematical solution of the problem, and will not uncertainty In the direction of the Incoming boundary
be restricted to using familiar structures. Interference.

Although Bayes optimal processors have been derived Studies show that the complex envelope magnitude of
for tine case of volume reverberation, little work has been acoustic reverberation Is Rayleigh distributed, and that the
done winch takes advantage of a priori knowledge of the real and imaginary components of this envelope are Jointly
time-evolving spatial characteristics of boundary Gaussian distributed. This property of reverberation
reverberation. Related Bayes optimal work concerning justifies using Gaussian probability density functions In all
interference sources of certain and uncertain (but no time the derivations of tile Bayes optimum detectors in this
varying) location is contained in 161 and (7-91 respectively, paper
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